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Quad Core LEON4 SPARC V8 Processor

Features

Fault-tolerant quad-processor SPARC V8 integer unit
with 7-stage pipeline, 8 register windows, 4x4 KiB
instruction and 4x4 KiB data caches.
Double-precision IEEE-754 floating point units

2 MiB Level-2 cache

64-bit PC100 SDRAM memory interface with Reed-
Solomon EDAC*

chip featuring a quad-core fault-tolerant LEON4

Description
The GR740 device is a radiation-hard system-on-

SPARC V8 processor, eight port SpaceWire router,
PCI initiator/target interface, MIL-STD-1553B

interface, CAN 2.0 interfaces and 10/100/1000

Mbit Ethernet interfaces.

e 8/16-bit PROM/IO interface with EDAC* Specification
e SpaceWire router with eight SpaceWire links « System frequency: 250 MHz
e 2x 10/100/1000 Mbit Ethernet interfaces* . Méin memgry intz;.rface' PC100 SDRAM
e PCI Initiator/Target interface* . o .
: o Wire router with Wire links:
e MIL-STD-1553B interface* f’,lial‘f/i € route SpaceWire links: 300
e 2x CAN 2.0 controller interface* « 33 MHz PCI 2.3 initiator/target
e 2x UART, SPI, Timers and watchdog, 16+22 GPIO* e erface 9
* CPU and 1/O memory management units « Ethernet 10/100/1000 Mbit MACs
e SpaceWire Time Distribution Protocol controller and « CCGA625 / CLGAG625 / PBGAG25 package
support for time synchronisation P 9
e JTAG, Ethernet* and SpaceWire* debug links
* Interfaces have shared pins
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Applications

The GR740 device is targeted at high-performance general purpose
processing. The architecture is suitable for both symmetric and
asymmetric multiprocessing. Shared resources can be monitored to

support mixed-criticality applications.
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1 Introduction

1.1 Scope

This document is the user manual and data sheet for the GR740 device. The GR740 was developed in
an activity funded by the European Space Agency.

This version of the document describes silicon revision 1 of the GR740 device. Users of earlier proto-

type silicon should refer to the latest 1.x version of the data sheet, available from www.gaisler.com/
GR740.

1.2 Data sheet status

This document is a combined data sheet and user manual. The data sheet information is contained in
sections 39-42. The different maturity stages of the document are:

*  Advanced data sheet - Product in development
*  Preliminary data sheet - Shipping prototype
*  Data sheet - Shipping space-grade product

1.3 Updates and feedback

Updates are available at http://www.gaisler.com/gr740
Feedback: support@gaisler.com

For commercial questions please contact sales@gaisler.com

1.4 Software support

The GR740 design is supported by standard toolchains provided by Frontgrade Gaisler. Toolchains
can be downloaded from http://www.gaisler.com.

1.5 Development board

Development boards with the GR740 device is available. Please see www.gaisler.com/GR740.

1.6  Performance, power consumption and radiation tolerance

Technical notes on GR740 validation and benchmarking are available at www.gaisler.com/GR740.
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1.7

Reference documents

[AMBA]
[CCSDS]

[FTMBCH]

[RMAP]

[GR-AN-0004]

AMBA Specification, Rev 2.0, ARM Limited

Time Code Formats, CCSDS 301.0-B-4, Blue Book, Issue 4, Novem-
ber 2010, http://www.CCSDS.org

FTMCTRL: BCH EDAC with multiple 8-bit wide PROM and SRAM
banks, GRLIB-AN-0003, http://www.gaisler.com/notes

Space engineering: SpaceWire - Remote memory access protocol,
ECSS-E-ST-50-52C, February 2010

Handling of External Memory EDAC Errors in LEON/GRLIB Sys-
tems, GRLIB-AN-0004, http://www.gaisler.com/notes

[SPARC] The SPARC Architecture Manual, Version 8, SPARC International
Inc.

[SPW] Space engineering: SpaceWire - Links, nodes, routers and networks,
ECSS-E-ST-50-12C, July 2008

[SPWBT] Booting a LEON system over SpaceWire RMAP, GRLIB-AN-0002,
http://www.gaisler.com/notes

[SPWCUC] High Accuracy Time Synchronization over SpaceWire Networks,
SPWCUC-REP-0003, Version 1.1, September 2012

[SPWD] SpaceWire-D - Deterministic Control and Data Delivery over Space-
Wire Networks, Draft B, April 2010, ESA Contract Number 220774-
07-NL/LvH

[SPWID] Space engineering: SpaceWire Protocol Identification, ECSS-E-ST-
50-51C, 5 February 2010

[SPWINT] Yuriy Sheynin, Distributed Interrupts in SpaceWire Interconnections,
International SpaceWire Conference, Nara, November 2008 (out-
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[SPWPNP] Space Engineering: SpaceWire Plug-and-Play protocol, ECSS-E-ST-
50-54C, Draft, March 2013

[VSE] SPARC-V8 Supplement, SPARC-V8 Embedded (V8E) Architecture
Specification, SPARC-V8E, Version 1.0, SPARC International Inc.

[SPWTDP] Spreadsheet to configure the GRSPWTDP timer, Issue 1,
https://gaisler.com/doc/spwtdp/grspwtdp_settings issuel.ods

[GRLIB-TN- Level-2 Cache Issues H1 2023, GRLIB-TN-0021, http://www.gais-

0021] ler.com/notes
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1.8  Document revision history

Change record information is provided in table 1.

Table 1. Change record

Version Date Note

2.0 July 2018 Clear 1.x revision history.
Add statement in section 1.1 that silicon revision 0 users should refer to version 1.x of the
DS.
Remove silicon revision 0 specifics from sections 2.3, 2.4, 3.1, 5.9.2, 6.2.16, 6.10.8, 9.4.12,
9.4.13,10.6.1, 10.6.2, 13.5.3, 15.6.1, 15.6.3, 21.2.10, 21.3, 22.3.10, 27.2.4, 27.3, 28.3, 29,
31.3.3,31.3.9,31.3.11,31.3.12, 31.4, 39.3, 40.4, 41, 42, and 43.
Updated package drawings in section 40.4. In section 40.4.2 (CLGA) A, D1 and E1 have
new values and F, E2 and e have limits defined. In section 40.4.3 (CCGA) A, A3, b, D1 and
E1 have new values and D2, E2 and e have now limits defined.

2.1 February 2019 | Update pull-down column and clarify reserved pins in section 40.3.
Corrected reset value of 10 port (GRGPIO) interrupt map registers in section 22.3.8
Add references to GRGPIO interrupt map and flag registers in section 22.2.
Corrected typo on AMBA port status register offset in table 154.
Document codec version field for MIL-STD-1553B controller in table 309.
Corrected description of bit 5 in AHB watchpoint control register, table 520.
Add note about wrapping register memory maps to section 2.3.
Clarify AHB status register ME behaviour in section 27.2.
Clarify CCGA column type in section 42.
Add information to footnote in section 39.2
Clarify that PLL ground is internally connected to GND in section 39.4
Correct wrong unit used in LVDS leakage value and adjust values to align with test program
in section 39.4.3. Also add additional heading rows to clarify division between conditions
and characteristics in section
Add more details on test methods for AC parameters, and reword first sentence in section
39.5.1.
Reword footnote on PCI compliance in section 39.5.2 and 39.5.12.
Maximum PLL lock time increased in section 39.5.3.
Update AC timings for slow interfaces (based on static timing analysis) in sections 39.5.7,
39.5.8,39.5.14, 39.5.16, 39.5.17, 39.5.18 and 39.5.19.
Temporarily remove AC timing values under review and replace with an asterisk, to be filled
in with new values in next revision, in sections 39.5.5, 39.5.8. 39.5.10 and 39.5.12.

22 March 2019 Document the combination of half -duplex and gigabit mode as unsupported for the Ethernet
controller in sections 14.1 and 14.8
Update AC specifications in sections 39.5.5, 39.5.8. 39.5.10 and 39.5.12.
Clarify leakage specification not applicable to pins with pull-down in section 39.3
Update DC characteristics in section 39.3
Add symbol names for leakage parameters in section 39.4.3
Updated AC parameter test conditions in section 39.5.1
Renamed section 39.2 to remove the word recommended. Remove typical hysteresis value,
add hysteresis value for LVDS inputs, and use pA instead of uA as unit in section 39.3.

2.3 May 2019 Clarified memory scrubber threshold enable behavior in sections 11.3.3 and 11.3.9.
Clarified obsolete ordering codes in section 42.
Correct typos and make spelling consistent in sections 3.1, 6.5, 13.2.18, 13.4.8, 31.3.9,
34.2.1. Formatting fixes in 31.4, 39.5.3, 39.5.6
Remove detailed descriptions of L2C register fields that must be set to 1, in section 9.4.12
Clarify memory scrubber coherency note to only apply to initialization in section 11.1
Clarify multiple register sets in section 27.1 and add table to describe multiple error behavior
for the AHB status register in section 27.2.4.
Added legend to clarify colour coding of pins in section 40.2
Add minimum column and add ESD rating to absolute maximum ratings table in section
39.1. Add footnotes and update LVDS common mode range in operating conditions table.in
section 39.2. Updated input capacitance and clarified footnote 4 only applies to maximum
leakage value in section 39.3. Add LVDS output threshold to section 39.5.1
Clarify event descriptions related to Spacewire in sections 5.9.3,22.3.11 and 31.3.10.
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Table 1. Change record

Version

Date

Note

2.4

September 2020

Clarified in section 6.9.5 that instruction cache needs to be disabled for instruction cache
diagnostic accesses.

Correct FT diagnostic data register in section 10.6.6 to have rw instead of r attribute.

Add section 43.2.5 to highlight that behaviour of stores to ASI 0x1C (MMU/cache bypass)
may be different in GR740 compared to more recent LEON4 implementations.

Clarify that "gated oft" means "disabled in the clock gating unit" in section 4.9.

Add -LG625 models for GR740-MS(E)V/Q, -DD and -DC in section 42.

LEON4 Statistics Unit time stamp register is always zero, add section 43.2.6 update sections
5.9.2 and 26.

Change section 23.2.2 to reflect that UART RTSN is always generated regardless of if flow
control is enabled.

Clarify in section 19.4 that the external PROM address bus range available in 8-bit mode is
27:0 and 27:1 for 16-bit..

Added missing note 3 and updated parameter, in table 558.

Updated note 1, parameter and symbol in table 560.

Added note to timing parameters in table 567.

Added note to timing parameters in table 569.

Changed minimum and maximum timing values in table 572.

Updated note 3 in table 577.

Updated note 3 in table 576.

Replaced table 559 with supply currents and current levels.

Section 39.2 is updated with ground connection requirement.

Table 556 AMR minimum values of LVCMOS and LVDS is populated. New notes added.
Updated note 3 and added note 4 in table 557. Updated Maximum value of LVDS input dif-
ferential in table 557.

Updated minimum I/O level of LVCMOS in table 560. New entry added for LVDS differen-
tial input level in table 560.

Updated storage temperature range and fixed missing positive sign in table 584.

Added information about new simulation for LGA package in table 585.

Added new note 2 in table 572.

Added notes to tSPWD4, tSPWD5 and tSPWD?7 in table 571.

Added notes to GMII clocks in table 568. Removed italics formatting of notes in table 568.
Changed DLL to PLL in table 580.

Updated table 586 with GR740-MP-LG625 and fixed typo.

Updated data sheet status in section 1.1 and 1.2.

Added new note, missing symbols, updates symbols and fixed typo in table 562.

Removed signal TESTEN signal from table 28 as this is not a user pin.

Supply name updated in section 39.4.1.

Updated description in section 39.4.

Fixed wrong cross reference in section 39.5.11
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Table 1. Change record

Version Date

Note

2.5 November 2021

Added PBGAG625 package type to front sheet

Updated links in sections 1.5 and 1.6

Corrected incorrect number of masters in Table 138

Updated temperature sensor enable sequence in section 29
Corrected text regarding GPIO 11 in section 4.9

Clarified the value of the bootstrap signal GPIO 11 Table 23
Corrected check bit width numbering in Table 89 and Table 90
Updates section 17.2

Updated Table 452

Added reference to SPWTDP configuration spreadsheet in section 31.3.3, Table 468 and
Table 469

Removed information regarding external UART clock from section 23.3 and Table 23.7.3
Clarified the SpaceWire interfaces that uses the Internal SpaceWire clock in Table 29

VSSPLLD changed to GND in Table 556 and text about VSSPLLD and GND removed in
section 39.2

Maximum ratings for LVCMOS and LVDS updated in Table 556 and note 1, 3 and 4
Maximum Junction Temperature added to Table 556
Editorial updates in Table 556

Recommended operating temperature specified per package type in Table 557 with new
notes 6 and 7

Updated recommended operation conditions for LVCMOS in Table 557 with note 5
LVDS differential parameter clarified to be absolute values in Table 557

Editorial updates in Table 559 and section 39.4.1

Note 2 new in Table 560

Updated maximum PCI clock period in Table 572

Added PBGA625 package type to section 40.1

Added comment about placement diagram and pin assignment to section 40.1

Added that lid is connected to GND in package in section 40.4.2 and 40.4.3 and updated sec-
tion headings. Added table and figure captions in these sections with editorial and format
updates of Table 581 and Table 582.

Updated note 1 in Table 581

Added PBGAG625 package dimensions and drawing in new section 40.4.4

Temperature limits specified per package type in Table 584 and added maximum rating.
Added the thermal resistance, junction to bottom of balls in Table 585

Editorial updates in Table 584 and Table 585

Added GR740-CP-PBGA625 and GR740-AS-PBGA625 to Table 586

Added DC, DD and AS designator and PBGA package type to Table 587

Changed company name in several sections.
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Table 1. Change record

Version

Date

Note

2.6

June 2023

Fixed typo in Table 23

Removed text from section 13.2.9

Fixed the SDRAM refresh rate calculation formula in sections 10.4.5 and 10.6.1
Removed MSEV and MSEQ products from Table 586 and Table 587

Removed references to MSEV and MSEQ products from titles in section 40.4.2 and 40.4.3
Fixed typo related to RTR.PSTSCFG register in Table 172, Table 173 and Table 179
Updates related to processor’s reset start address in sections 6.2.18, 6.2.19 and Table 48
Corrected error detection order id in sections 13.4.6.2 and 35.7.2

Removed incomplete sentence in the footnote of Table 154

Corrected typo in Table 174

Fixed controller setting bit value in Table 86

Clarified count block size in section 11.2.4

Clarified the error count threshold behavior in sections 11.2.1, 11.2.4, 11.3.3 and 11.3.9
Clarification about first setting SDCFG1.RF field in section 10.4.8

Clarification about updating the SDCFG2.EN2T field in section 10.6.2

Clarification to SDRAM initialization in section 10.4.2

Mention about JTAG boundary scan in section 34.1

Fixed incorrect LVCMOS IO level, recommended minimum value in Table 560
Temperature sensor measurement unit clarification in section 29.1 and Table 447
Default drive strength value updated in section 30.3.7

Removed irrelevant condition in 23.7.3

Fixed incorrect FIFO capacity in section 13.3

Clarification to the FIFOs in Figure 13 and Figure 14

Clarification about drive strength in section 30.2.3 and 30.3.7

Updated input filtering scheme description under 23.2.2

FIFO size clarification under section 23.1 and Figure 40

Clarified the SpW Router role in tx/rx of time codes and RMAP packets in 31.3,31.3.4 and
3135

CUC example preamble field reflects the coarse and fine time implemented in GR740 in
Table 461

Clarification about unimplemented jitter and drift mitigation unit in section 31.3.8
Removed unimplemented registers in section 31.4

Added GR740 1/O structure and pin multiplexing diagram under section 3.3

Fixed incorrect start address for APBBRIDGE, marked unused memory range in Table 8
Added PROC_ERRORN errata in section 43.2.7

Added clarification notes in Table 556 and Table 557

Added reference to actual LVDS electrical characteristics in section 13

Additional information related to the COMMAND field in section 10.4.8

New errata related to SDRAM COMMAND field documentation in section 43.2.8
Seven items added under L2C issues H1 2023errata in section 43.2.9

New reference document GRLIB-TN-0021 added to section 1.7

Added new errata titles to Table 588

Fixed description related to external clock enable in Table 372

Corrected incorrect heading in section 9.2

Removed mention about unavailable signal in Table 155

Added clarification about the GPTIMERO tick signals in section 22.2

Changed text ’GPTIMER 0’ to GPTIMERO in whole document.
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Table 1. Change record

Version Date

Note

2.7 March 2024

Added GRETH Gbit incorrect packet detection errata in section 43.2.10

Added SDRAM refresh rate calculation formula documentation error errata in section
43.2.11

Added MEM_CLK 1IN to Table 29

Updated footnote 8 in Table 557

Fixed typo in Table 350

Updated Figure 1 indicating pin sharing between GPIO2 and SPW TX

Updated architecture detailed block diagram on front page and under section 2.1
Clarified CAN channel disabling behavior in section 17.5.7

Updated access field values in Table 82

Clarified the GPIO lines that can generate interrupt in GRGPIO1 in section 22.1
Fixed incorrect access permission detail in Table 279 and Table 278

Fixed reset value of ENDIAN in Table 260

Clarified that autoscrub is enabled in SpaceWire router in section 13.2.22 and 13.2.22.1
Updated register bit descriptions in Table 160

Fixed swapped register field descriptions in Table 323

Rephrased SW-node to SpaceWire controller in Table 160 and SPW2.DMACTRLin
Table 535

Fixed incorrect register offset in Table 81

Fixed incorrect register field bit numbering in Table 77

Added initial signal state on system power up under section 3.6

Added SPWROUTER false positive memory error erratum in section 43.2.12
Clarified MCFG5.IOHWS and MCFG5.ROMHWS field descriptions in section 19.9.3
Clarified clear-on-write behavior for register bit 19 and 20 in Table 273

Fixed incorrect hypertext in Table 7

Company name changed to Frontgrade Gaisler in sections 1.4, 6.2.3 and Table 210
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1.9  Acronyms

Table 2. Acronyms

Acronym Comment

AHB Advanced High-performance bus, part of [AMBA]

AMBA Advanced Microcontroller Bus Architecture

AMP See ASMP

APB Advanced Peripheral Bus, part of [AMBA]

ASMP Asymmetric Multi-Processing (in the context of this document: different OS instances run-

ning on own processor cores)

BCH Bose-Hocquenghem-Chaudhuri, class of error-correcting codes

CAN Controller Area Network, bus standard

CPU Central Processing Unit, used to refer to one LEON4 processor core.

DCL Debug Communication Link. Provides a bridge between an external interface and on-chip

AHB bus.

DDR Double Data Rate

DMA Direct Memory Access

DSU Debug Support Unit

EDAC Error Detection and Correction

EDCL Ethernet Debug Communication Link

FIFO First-In-First-Out, refers to buffer type

FPU Floating Point Unit

Gb Gigabit, 10° bits

GB Gigabyte, 10° bytes

GiB Gibibyte, gigabinary byte, 230 bytes, unit defined in IEEE 1541-200

/O Input/Output

IP, IPv4 Internet Protocol (version 4)

ISR Interrupt Service Routine

JTAG Joint Test Action Group (developer of IEEE Standard 1149.1-1990)

kB Kilobyte, 10° bytes

KiB Kibibyte, 2'° bytes, unit defined in IEEE 1541-2002

L2 Level-2, used in L2 cache abbreviation

MAC Media Access Controller

Mb, Mbit Megabit, 10 bits

MB, Mbyte Megabyte, 10° bytes

MiB Mebibyte, 220 bytes, unit defined in IEEE 1541-2002

(0N} Operating System

PCI Peripheral Component Interconnect

PROM Programmable Read Only Memory. In this document used to signify boot-PROM.

RAM Random Access Memory

RMAP Remote Memory Access Protocol

SEE Single Event Effects

SEL/SEU/SET | Single Event Latchup/Upset/Transient
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Table 2. Acronyms

Acronym Comment

SMP Symmetric Multi-Processing

SPARC Scalable Processor ARChitecture

TCP Transmission Control Protocol

UART Universal Asynchronous Receiver/Transmitter
UDP User Datagram Protocol

1.10 Definitions

This section and the following subsections define the typographic and naming conventions used
throughout this document.

1.10.1 Bit numbering

The following conventions are used for bit numbering:
*  The most significant bit (MSb) of a data type has the leftmost position
*  The least significant bit of a data type has the rightmost position

*  Unless otherwise indicated, the MSb of a data type has the highest bit number and the LSb the
lowest bit number

1.10.2 Radix

The following conventions is used for writing numbers:
*  Binary numbers are indicated by the prefix "0b", e.g. 0b1010.
*  Hexadecimal numbers are indicated by the prefix "0x", e.g. 0OxFOOF

*  Unless a radix is explicitly declared, the number should be considered a decimal.

1.10.3 Data types

Byte (BYTE) 8 bits of data

Halfword (HWORD) 16 bits of data

Word (WORD) 32 bits of data

Double word (DWORD) 64 bits of data

Quad word (4WORD) 128-bits of data
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1.11 Register descriptions

An example register, showing the register layout used throughout this document, can be seen
in table 3. The values used for the reset value fields are described in table 4, and the values
used for the field type fields are described in table 5. Fields that are named RESERVED,
RES, or R are read-only fields. These fields can be written with zero or with the value read
from the same register field.

Table 3. <Address> - <Register acronym> - <Register name>

31 24 23 16 15 8 7 0
EF3 EF2 EF1 EFO
<Reset value for EF3> <Reset value for EF2> <Reset value for EF1> <Reset value for EFO>
<Field type for EF3> <Field type for EF2> <Field type for EF1> <Field type for EFO>
31:24 Example field 3 (EF3) - <Field description>
23: 16 Example field 2 (EF2) - <Field description>
15: 8 Example field 1 (EF1) - <Field description>
7: 0 Example field 0 (EF0) - <Field description>
Table 4. Reset value definitions
Value Description
0 Reset value 0.
1 Reset value 1. Used for single-bit fields.
O0xNN Hexadecimal representation of reset value. Used for multi-bit fields.
ObNN Binary representation of reset value. Used for multi-bit fields.
NR Field not reset
* Special reset condition, described in textual description of the field. Used for example when reset
value is taken from a pin.
- Don’t care / Not applicable
Table 5. Field type definitions
Value Description
r Read-only. Writes have no effect.
w Write-only. Used for a writable field in a register where the field’s read-value has no meaning.
™w Readable and writable.
rw* Readable and writable. Special condition for write, described in textual description of field.
we Write-clear. Readable, and cleared when written with a 1
cas Readable, and writable through compare-and-swap. Only applies to SpaceWire Plug-and-Play regis-
ters.
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2.1

Architecture

Overview

The system is built around five AMBA AHB buses; one 128-bit Processor AHB bus, one 128-bit
Memory AHB bus, two 32-bit /O AHB buses and one 32-bit Debug AHB bus. The Processor AHB
bus houses four LEON4FT processor cores connected to a shared L2 cache. The Memory AHB bus is
located between the L2 cache and the main external memory interface (SDRAM) and attaches a mem-
ory scrubber.

The two separate I/O AHB buses connect peripherals. Slave interfaces of the PCI master/target and
PROM/IO memory controller are placed on one bus (Slave I/O AHB bus). All master/DMA interfaces
are placed on the other bus (Master I/O AHB bus). The Master I/O AHB bus connects to the Processor
AHB bus via an AHB/AHB bridge that provides access restriction and address translation (IOMMU)
functionality. The IOMMU also has an AHB master interface connected to the Memory AHB bus.
The AHB master interface to use when propagating traffic from a peripheral on the Master /O AHB
bus is dynamically configurable.

Peripheral unit register interfaces such as timers, interrupt controllers, UARTS, general purpose I/O
port, SPI controller, MIL-STD-1553B interface, Ethernet MACs, CAN controllers, and SpaceWire
router AMBA interfaces are connected via two AHB/APB bridges that are attached to the Processor
AHB bus.

The fifth bus, a dedicated 32-bit Debug AHB bus, connects a debug support unit (DSU), one AHB
trace buffer monitoring the Master I/O AHB bus and several debug communication links. The Debug
AHB bus allows for non-intrusive debugging through the DSU and direct access to the complete sys-
tem, as the Debug AHB bus is not placed behind an AHB bridge with access restriction functionality.
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The chapters in this document have been grouped after the bus topology. The first chapters describe
components connected to the Processor AHB bus, followed by the Memory AHB bus, Master I/O
AHB bus and finally Slave I/O AHB bus, APB buses and Debug AHB bus.
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The GR740 has the following on-chip functions:

4x LEON4 SPARC V8 processor cores with MMU and GRFPU floating-point unit
Level-2 cache, 4-ways, BCH protection, supports locking of 1-4 ways

Debug Support Unit (DSU) with instruction (512 lines) and AHB trace (256 lines) buffers
Ethernet, JTAG and SpaceWire debug communication links

96-bit PC100 SDRAM memory controller with Reed-Solomon EDAC

Hardware memory scrubber

8/16-bit PROM/IO controller with BCH EDAC

I/0 Memory Management Unit (IOMMU) with support for eight groups of DMA units
8-port SpaceWire router/switch with four on-chip AMBA ports with RMAP

SpaceWire TDP controller

2x 10/100/1000 Mbit Ethernet MAC

32-bit 33 MHz PCI master/target interface with DMA engine
MIL-STD-1553B interface controller

2x CAN 2.0B controllers

2x UART

SPI master/slave controller

Interrupt controller with extended support for asymmetric multiprocessing

Ix Timer unit with five timers, time latch/set functionality and watchdog functionality
4x Timer unit with four timers and time latch/set functionality

Separate AHB and PCI trace buffers

Temperature sensor

Clock gating unit

LEON4 statistics unit (performance counters)

Pad and PLL control unit

AHB status registers
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2.2

Cores

The design is based on the following IP cores from the GRLIB IP Library:

Table 6. Used IP cores

Documented in
Core Function section Vendor Device
AHB2AHB Uni-directional AHB/AHB bridge 32,18 0x01 0x020
AHBIJTAG JTAG/AHB Debug interface 34 0x01 0x01C
AHBSTAT AHB Status Register 27 0x01 0x052
AHBTRACE AHB trace buffer 36 0x01 0x017
APBCTRL AHB/APB bridge 38 0x01 0x006
IRQ(A)MP Multiprocessor interrupt controller 21 0x01 0x00D
APBUART 8-bit UART with FIFO 23 0x01 0x00C
DSU4 LEON4 Debug Support Unit 33 0x01 0x049
MMCTRL Memory controller 10 0x01 0x05D
GPTIMER Modular timer unit with watchdog 20 0x01 0x011
GR1553B MIL-STD-1553B / AS15531 interface 16 0x01 0x04D
GRCAN CAN 2.0 controller with DMA 17 0x01 0x03D
GRCLKGATE Clock gating unit 25 0x01 0x02C
GRETH_GBIT 10/100/1000 Ethernet MAC with DCL 14 0x01 0x01D
GRGPIO General Purpose 1/0 Port 22 0x01 0x01A
GRGPRBANK General Purpose Register Bank 30 0x01 0x08F
GRGPREG General Purpose Register 28 0x01 0x087
GRIOMMU AHB/AHB bridge with protection (IOMMU) 12 0x01 0x04F
GRPCI2 Fast 32-bit PCI bridge 15 0x01 0x07C
GRSPW2 SpaceWire codec with RMAP 35 0x01 0x029
GRSPWROUTER | SpaceWire router switch 13 0x01 0x08B
GRSPWTDP SpaceWire - Time Distribution Protocol 31 0x01 0x097
FTMCTRL 8/16/32-bit memory controller with EDAC 19 0x01 0x054
L2CACHE Level 2 cache 9 0x01 0x04B
L4STAT LEONH4 statistical unit 26 0x01 0x047
LEON4 LEON4 SPARC V8 32-bit processor 6 0x01 0x048
MEMSCRUB Memory scrubber 11 0x01 0x057
SPICTRL SPI controller 24 0x01 0x02D
GR740THSENS GR740 Temperature sensor controller 29 0x01 0x099

The information in the last two columns is available via plug’n’play information in the system and is
used by software to detect units and to initialize software drivers.
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23 Memory map
The memory map of the internal AHB and APB buses as seen from the processor cores can be seen
below. Software does not need to be aware that a bridge is positioned between the processor and a
peripheral since the address mapping between buses is one-to-one.
Table 7. AMBA memory map, as seen from processors
Component Address range Area Bus
L2CACHE 0x00000000 Ox7FFFFFFF L2 cache memory area. Covers Processor
SDRAM memory area.
GRPCI2 0x80000000 OxBFFFFFFF PCI memory area Slave 1/0
FTMCTRL 0xC0000000 OxCFFFFFFF PROM area Slave 1/0
0xD0000000 OxDFFFFFFF Memory mapped 1/O area
0xE0000000 OXEFFFFFFF Unused. This memory range is occu- | Processor
pied on the Debug AHB bus and is
not visible from the processors. A
separate table below shows the map-
ping.
L2CACHE 0xF0000000 0xFO3FFFFF L2 cache configuration registers Processor
0xF0400000 OxFF7FFFFF Unused Processor
GRPCI2 0xFF800000 0xFF83FFFF PCI /O area Slave I/O
GRIOMMU 0xFF840000 OxFF847FFF IOMMU configuration registers Slave I/0
0xFF848000 0xFF8TFFFF Unused Slave I/0
GRSPWROUTER 0xFF880000 OxFF881FFF SpaceWire router configuration port | Slave I/O
0xFF882000 OxFF8FEFFF Unused Slave I/0
OxFF8FF000 OxFF8FFFFF Slave 1/0 bus plug&play area Slave 1/0
APBBRIDGEO 0xFF900000 OxFF9FFFFF APB bridge 0 Processor
APBUARTO 0xFF900000 0xFF9000FF UART 0 registers Processor
APBUART1 0xFF901000 0xFF9010FF UART 1 registers Processor
GRGPIO0 0xFF902000 0xFF9020FF General purpose 1/O port registers Processor
FTMCTRL 0xFF903000 O0xFF9030FF PROM/IO controller registers Processor
A | IRQ(A)MP 0xFF904000 0xFF907FFF Interrupt controller registers Processor
P | GPTIMERO 0xFF908000 0xFF9080FF Timer unit 0 registers Processor
B | GPTIMER1 0xFF909000 0xFF9090FF Timer unit 1 registers Processor
B | GPTIMER2 0xFF90A000 O0xFF90AQFF Timer unit 2 registers Processor
R | GPTIMER3 0xFF90B000 O0xFF90BOFF Timer unit 3 registers Processor
I | GPTIMER4 0xFF90C000 0xFF90COFF Timer unit 4 registers Processor
D | GRSPWROUTER | 0xFF90D000 OxFF90DFFF SpaceWire router AMBA interface 0 | Processor
G | GRSPWROUTER | 0xFF90E000 OxFF90EFFF SpaceWire router AMBA interface 1 | Processor
E | GRSPWROUTER | 0xFF90F000 OxFFO0FFFF SpaceWire router AMBA interface 2 | Processor
0 | GRSPWROUTER | 0xFF910000 O0xFF910FFF SpaceWire router AMBA interface 3 | Processor
GRETH_GBITO0 0xFF940000 0xFF9400FF Gigabit Ethernet MAC 0 registers Processor
GRETH_GBIT1 0xFF980000 0xFF9800FF Gigabit Ethernet MAC 1 registers Processor
APBBRIDGEO 0xFF990000 0xFF9FFEFF Unused Processor
APBBRIDGEO0 0xFF9FF000 OXFFOFFFFF APB bus 0 plug&play area Processor
APBBRIDGEI 0xFFA00000 OXFFAFFFFF APB bridge 1 Processor
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Table 7. AMBA memory map, as seen from processors

Component Address range Area Bus
A | GRPCI2 0xFFA00000 O0xFFAOOOFF PCI controller registers Processor
P | GRCANO 0xFFA01000 0xFFAO13FF CAN 2.0 controller 0 Processor
B | GRCANI1 0xFFA02000 O0xFFAQ23FF CAN 2.0 controller 1 Processor
B | SPICTRL 0xFFA03000 0xFFAO30FF SPI controller Processor
R | GRCLKGATE 0xFFA04000 O0xFFAQO40FF Clock gating unit Processor
I | GR1553B 0xFFA05000 OxFFAOS0FF MIL-STD-1553B controller Processor
D | AHBSTATO 0xFFA06000 0xFFAQO60FF AHB status register monitoring Pro- | Processor
G cessor AHB bus
g | AHBSTATI 0xFFA07000 OxFFAO70FF AHB status register monitoring Processor
Slave I/O AHB bus
: GRGPIOL1 0xFFA08000 OxFFAO80FF General purpose /O register for mul- | Processor
tiplexed pins.
GRGPREG 0xFFA09000 O0xFFAO90FF Register for bootstrap signals Processor
GR740THSENS 0xFFAOAQ000 OxFFAOAQFF Temperature sensor Processor
GRGPRBANK 0xFFAOBOOO O0xFFAOBOFF General purpose register bank Processor
GRSPWTDP 0xFFA0C000 OxFFAOCLFF CCSDS TDP controller Processor
LASTAT 0xFFAODOOO OxFFAODLFF LEON4 Statistics Unit Processor
APBBRIDGE1 0xFFAO0D200 OxFFAFFEFF Unused Processor
APBBRIDGE1 O0xFFAFF000 OxFFAFFFFF APB bus 1 plug&play area Processor
0xFFB0000O OxFFDFFFFF Unused Processor
MMCTRL 0xFFE00000 0xFFEOOOFF SDRAM controller registers Memory
0xFFE00100 OXFFEOOFFF Unused Memory
MEMSCRUB 0xFFE01000 OxFFEO10FF Memory scrubber registers Memory
0xFFE01100 OXFFEFEFFF Unused Memory
O0xFFEFF000 OxFFEFFFFF Memory bus plug&play area Memory
0xFFF00000 OXFFFFEFFF Unused Processor
O0xFFFFF000 OxFFFFFFFF Processor bus plug&play area Processor

When connecting to the system via one of the debug communication links (JTAG, Ethernet, USB, or
SpaceWire) connected to the Debug AHB bus, several debug support peripherals will be visible.
Table 8 below lists the address map of these peripherals. Note that peripherals in the address range
0xE0000000 - OXEFFFFFFF are not accessible from the processors or from any peripherals on the
Master I/O AHB bus. Accesses to this range from any peripheral not located on the Debug AHB bus
will result in an AMBA ERROR response (see also the AMBA ERROR propagation description in
section 5.10.). Apart from the area 0OxE0000000 - OXEFFFFFFF, the AMBA memory space seen via
the debug communication links is identical to the address space seen from other master in the system.

Accesses to unused AMBA AHB address space will result in an AMBA ERROR response, this
applies to the memory areas that are marked as "Unused" in the table above. Accesses to unused areas
located on one of the AHB/APB bridges will not have any effect, note that these unoccupied address
ranges are not marked as "Unused" in the table above. No AMBA ERROR response will be given for
memory allocated to one of the APB bridges. See also the AMBA ERROR propagation description in
section 5.10.

Memory mapped registers may be mapped at several locations within an address space assigned to a
peripheral (register set may wrap due to decoding a subset of the address bits). Because of this, mem-
ory accesses should only be performed to memory locations where registers are documented to be
present.
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Table 8. AMBA address range 0xE0000000 - OXEFFFFFFF on Debug AHB bus
Peripheral Address range Comment
DSU4 0xE0000000 OXEQ7FFFFF Debug Support Unit area for processor 0
0xE1000000 OxE17FFFFF Debug Support Unit area for processor 1
0xE2000000 O0xE27FFFFF Debug Support Unit area for processor 2
0xE3000000 0xE37FFFFF Debug Support Unit area for processor 3
0xE3800000 OXE3FFFFFF Unused
APBBRIDGED 0xE4000000 0xE40FFFFF APB bridge on Debug AHB bus
A | GRSPW2 0xE4000000 0xE40000FF SpaceWire RMAP target with AMBA interface
P | L4ASTAT 0xE4000200 0xE40003FF LEON4 Statistics unit, secondary port
B | APBBRIDGED 0xE4000200 0xE403FFFF Unused
D | GRPCI2 0xE4040000 0xE407FFFF GRPCI2 secondary PCI trace buffer interface
APBBRIDGED 0xE4080000 O0xE40FFEFF Unused
APBBRIDGED 0xE40FFF00 0xE40FFFFF Debug APB bus plug&play area
0xE4100000 OXEEFFFFFF Unused
AHBTRACE 0xEFF00000 OxXxEFF1FFFF AHB trace buffer, tracing master /O AHB bus
0xEFF20000 OXEFFFEFFF Unused
O0xEFFFF000 OXEFFFFFFF Debug AHB bus plug&play area
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2.4  Interrupts

The table below indicates the interrupt assignments. Note that the table below describes interrupt bus
lines, these can be remapped in the interrupt controller.

Table 9. Interrupt assignments

Interrupt Peripheral Comment
1 GPTIMERO GPTIMER unit 0, timer 1
2 GPTIMERO GPTIMER unit 0, timer 2
3 GPTIMERO GPTIMER unit 0, timer 3
4 GPTIMERO GPTIMER unit 0, timer 4
5 GPTIMERO GPTIMER unit 0, timer 5
6 GPTIMER1 Shared interrupt for all timers on GPTIMER unit 1
7 GPTIMER2 Shared interrupt for all timers on GPTIMER unit 2
8 GPTIMER3 Shared interrupt for all timers on GPTIMER unit 3
9 GPTIMER4 Shared interrupt for all timers on GPTIMER unit 4
10 IRQ(A)MP Extended interrupt line.
11 GRPCI/PCIDMA PCI master/target and PCI DMA
12 Unassigned Suitable for use by software for inter-processor and
13 Unassigned inter-process synchronization.
14 Unassigned
15 Unassigned Note: Not maskable by processor
16 GRGPIOO0 /1 / CAN The GPIO port has configuration registers that deter-
17 GRGPIOO0 /1 / CAN mine the mapping between general purpose 1/O lines
and the four interrupt lines allocated to the GPIO port.
18 GRGPIOO0 /1 / CAN .
Interrupt lines 16 -18 are shared between the GPIO port
19 GRGPIO0/1/ SPICTRL and CAN controllers.
Interrupt line 19 is shared between the GPIO port and
the SPI controller.
20 SPWROUTER AMBAT/F 0 | SpaceWire router AMBA interface 0
21 SPWROUTER AMBAI/F 1 | SpaceWire router AMBA interface 1
22 SPWROUTER AMBA I/F 2 | SpaceWire router AMBA interface 2
23 SPWROUTER AMBA I/F 3 | SpaceWire router AMBA interface 3
24 GRETH_GBITO Gigabit Ethernet MAC 0
25 GRETH_GBIT1 Gigabit Ethernet MAC 1
26 GR1553B MIL-STD-1553B interface controller
27 AHBSTAT/ST65THSENS Shared by all AHB Status registers in design and by
temperature sensor.
28 MEMSCRUB/L2CACHE Memory scrubber and L2 cache
29 APBUARTO UART 0
30 APBUART1 UART 1
31 GRIOMMU / GRSPWTDP/ | IOMMU register interface interrupt.
SPWROUTER CCSDS TDP controller interrupt
SpaceWire router AMBA configuration port interrupt

2.5 Plug & play and bus index information

The format of GRLIB AMBA Plug&play information is given in sections 37 and 38. The address
ranges of the plug&play configuration areas are given in the preceding section and is also replicated
for each unit in the tables below. The plug&play areas are used by software to detect the system-on-
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chip architecture. The values in the tables below are fixed. The tables also include the bus indexes for
all masters and slaves on the system’s AHB and APB buses.

The plug & play memory map and bus indexes for AMBA AHB masters on the Processor AHB bus
are shown in table 10.

Table 10. Plug & play information for masters on Processor AHB bus

Master Index Function Address range

LEON4 0 LEON4 SPARC V8 Processor O0xFFFFF000 - OXFFFFFO1F
LEON4 1 LEON4 SPARC V8 Processor 0xFFFFF020 - OxFFFFFO3F
LEON4 2 LEON4 SPARC V8 Processor O0xFFFFF040 - OxFFFFFOSF
LEON4 3 LEON4 SPARC V8 Processor 0xFFFFF060 - OxFFFFFO7F
GRIOMMU 4 AHB/AHB bridge with protection functionality OxFFFFF080 - 0xFFFFFO9F
AHB2AHB 5 Uni-directional AHB/AHB bridge connecting Debug | OxFFFFFOBO - OXFFFFFOBF

AHB bus to Processor AHB bus

The plug & play memory map and bus indexes for AMBA AHB slaves on the Processor AHB bus are
shown in table 11.

Table 11. Plug & play information for slaves on Processor AHB bus

Slave Index Function Address range

L2CACHE 0 Level 2 cache OxFFFFF800 - OXFFFFF81F

AHB2AHB 1 Uni-directional AHB/AHB bridge connecting Proces- | OxXFFFFF820 - OxFFFFF83F
sor AHB bus to Slave I/O bus

APBCTRL 2 AHB/APB bridge 0 OxFFFFF840 - OXFFFFF85F

APBCTRL 3 AHB/APB bridge 1 OXFFFFF860 - OXFFFFF87F

The plug & play memory map and bus indexes for AMBA AHB masters on the Memory AHB bus are
shown in table 12.

Table 12. Plug & play information for masters on Memory AHB bus

Master Index Function Address range

L2CACHE 0 Level 2 cache 0xFFEFF000 - OxFFEFFO1F
MEMSCRUB 1 Memory scrubber OxFFEFF020 - OxFFEFFO3F
GRIOMMU 2 IOMMU secondary AHB master interface OxFFEFF040 - OxFFEFFOSF

The plug & play memory map and bus indexes for AMBA AHB slaves on the Processor AHB bus are
shown in table 13.

Table 13. Plug & play information for slaves on Memory AHB bus

Slave Index Function Address range

MMCTRL 0 SDRAM controller OxFFEFF800 - 0xFFEFF81F

MEMSCRUB 1 Memory scrubber OxFFEFF820 - OxFFEFF83F
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The plug & play memory map and bus indexes for AMBA AHB masters on the Debug AHB bus are
shown in table 14.

Table 14. Plug & play information for masters on Debug AHB bus

Master Index Function Address range

AHBJTAG 0 JTAG Debug Communication Link O0xEFFFF000 - OxEFFFFO1F
GRSPW2 1 SpaceWire codes with AMBA interface and RMAP O0xEFFFF020 - 0xEFFFFO3F

target

GRETH_GBIT 2 10/100/1000 Mbit Ethernet Debug Communication O0xEFFFF040 - OxEFFFFOSF
EDCL 0 Link

GRETH_GBIT 3 10/100/1000 Mbit Ethernet Debug Communication O0xEFFFF060 - OxEFFFFO7F
EDCL | Link

The plug & play memory map and bus indexes for AMBA AHB slaves on the Processor AHB bus are
shown in table 15.

Table 15. Plug & play information for slaves on Debug AHB bus

Slave Index Function Address range

DSU4 0 LEON4 Debug Support Unit OxEFFFF800 - OxEFFFF81F

AHB2AHB 1 Uni-directional AHB/AHB bridge connecting Debug | OXEFFFF820 - OXEFFFF83F
AHB bus to Processor AHB bus

APBCTRL 2 AHB/APB bridge O0xEFFFF840 - 0XEFFFF85F

AHBTRACE 3 AHB trace buffer OxEFFFF860 - 0xXEFFFF87F

The plug & play memory map and bus indexes for AMBA AHB masters on the Slave I/O AHB bus
are shown in table 16.

Table 16. Plug & play information for masters on Slave /O AHB bus

Master Index Function Address range

AHB2AHB 0 Uni-directional AHB/AHB bridge connecting Proces- | OxFF8FF000 - OXFF8FFO1F
sor AHB bus to Slave I/O bus

The plug & play memory map and bus indexes for AMBA AHB slaves on the Slave /O AHB bus are
shown in table 17.

Table 17. Plug & play information for slaves on Slave I/O AHB bus

Slave Index Function Address range

FTMCTRL 0 PROM/IO controller OxFF8FF800 - OxFF8FF81F

GRPCI2 1 PCI master interface O0xFF8FF820 - OxFF8FF&3F

GRIOMMU 2 IOMMU register interface OxFF8FF840 - OxFF8FF85F

GRSPWROUTER | 3 SpaceWire router AMBA configuration interface OxFF8FF860 - OxFF8FF87F
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The bus indexes for AMBA AHB masters on the Master /O AHB bus are shown in table 18. The
Master I/O AHB bus does not have an AMBA plug&play area.

Table 18. Bus index information for masters on Master /O AHB bus

Master Index Function Address range
GRPCI2 0 PCI target Not applicable
GRPCI2 1 PCI DMA Not applicable
GRETH_GBIT 0 2 10/100/1000 Ethernet MAC 0 Not applicable
GRETH _GBIT 1 3 10/100/1000 Ethernet MAC 1 Not applicable
SPWROUTER 4 SpaceWire router AMBA interface 0 Not applicable
SPWROUTER 5 SpaceWire router AMBA interface 1 Not applicable
SPWROUTER 6 SpaceWire router AMBA interface 2 Not applicable
SPWROUTER 7 SpaceWire router AMBA interface 3 Not applicable
GR1553B 8 MIL-STD-1553B interface Not applicable
GRCAN 9 CAN 2.0 controller Not applicable

The bus index for the AMBA AHB slave on the Master I/O AHB bus is shown in table 19.

Table 19. Bus index information for slaves on Master /O AHB bus

Slave

Index

Function

Address range

GRIOMMU

0

IOMMU slave interface

Not applicable

The plug & play memory map and bus indexes for AMBA APB slaves connected via the AHB/APB
bridges on the Slave I/O AHB bus are shown in tables 20 and 21.

Table 20. Plug & play information for APB slaves connected via the first APB bridge on Slave I/O AHB bus

Slave Index Function Address range
APBUART 0 UART 0 0xFF9FF000 - 0xFFOFF007
APBUART 1 UART 1 0xFFIFF008 - 0OxFFOFFOOF
GRGPIO 2 General Purpose /O Port 0xFF9FF010 - OxFF9FF017
FTMCTRL 3 PROM/IO memory controller 0xFFIFF018 - OxFFI9FFO1F
IRQ(A)MP 4 Multiprocessor interrupt controller with AMP extension | OXFFOFF020 - 0xFF9FF027
GPTIMER 5 General Purpose Timer Unit 0 0xFFIFF028 - OxFFI9FF02F
GPTIMER 6 General Purpose Timer Unit 1 O0xFFOFF030 - 0xFFOFF037
GPTIMER 7 General Purpose Timer Unit 2 0xFFIFF038 - OxFF9FFO3F
GPTIMER 8 General Purpose Timer Unit 3 O0xFFIFF040 - 0xFFOFF047
GPTIMER 9 General Purpose Timer Unit 4 0xFFIFF048 - OxFF9FF04F
GRSPWROUTER | 10 SpaceWire router AMBA interface 0 O0xFF9FF050 - OxFFOFF057
GRSPWROUTER | 11 SpaceWire router AMBA interface 1 0xFFIFF058 - OxFF9FFOSF
GRSPWROUTER | 12 SpaceWire router AMBA interface 2 O0xFFIFF060 - 0xFFOFF067
GRSPWROUTER | 13 SpaceWire router AMBA interface 3 O0xFFIFF068 - OxFFOFFO6F
GRETH_GBIT 14 10/100/1000 Mbit Ethernet MAC 0xFF9FF070 - 0xFFOFF077
GRETH_GBIT 15 10/100/1000 Mbit Ethernet MAC O0xFF9FF078 - 0OXFFOFFO7F
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Table 21. Plug & play information for APB slaves connected via the second APB bridge on Slave I/O AHB bus

Slave Index Function Address range

GRPCI2 0 PCI configuration register interface O0xFFAFF000 - 0xFFAFF007
GRCAN 1 CAN 2.0 controller 0xFFAFFO008 - 0OxFFAFFOOF
GRCAN 2 CAN 2.0 controller 0xFFAFF010 - 0OxFFAFFO017
SPICTRL 3 SPI controller 0xFFAFFO018 - 0OXFFAFFO1F
GRCLKGATE 4 Clock gating unit register interface 0xFFAFF020 - 0xFFAFF027
GR1553B 5 MIL-STD-1553B interface 0xFFAFF028 - 0OXFFAFFO2F
AHBSTAT 6 AHB Status register interface 0xFFAFF030 - 0xFFAFF037
AHBSTAT 7 AHB Status register interface 0xFFAFFO038 - 0OxFFAFFO3F
GRGPIO 8 General purpose 1/O port 0xFFAFF040 - 0xFFAFF047
GRGPREG 9 General purpose register for bootstrap control 0xFFAFF048 - 0OxFFAFF04F
ST65THSENS 10 Temperature sensor 0xFFAFF050 - 0xFFAFF057
GRGPRBANK 11 General purpose register bank 0xFFAFFO058 - 0OxFFAFFOSF
GRSPWTDP 12 SpaceWire - Time Distribution Protocol 0xFFAFF060 - 0xFFAFF067
L4STAT 13 LEON4 Statistics Unit register interface 0xFFAFF068 - 0OxFFAFFO6F

The plug & play memory map and bus indexes for AMBA APB slaves connected via the AHB/APB
bridge on the Debug AHB bus are shown in table 22.

Table 22. Plug & play information for APB slaves connected via APB bridge on Debug AHB bus

Slave Index Function Address range

GRSPW2 0 SpaceWire codec AMBA interface with RMAP target 0xE40FF000 - 0xE40FF007

LASTAT 1 LEON4 Statistics Unit 0xE40FF008 - 0xE40FFOOF

GRPCI2 2 GRPCI2 trace buffer secondary interface 0xE40FF010 - 0xE40FF017
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3 Signals

3.1 Bootstrap signals

The power-up and initialisation state is affected by several external signals as shown in table 23. The
bootstrap signals taken via GPIO are saved when the on-chip system reset is released. This occurs
after deassertion of the SYS RESETN input and lock of all active PLLs (see also reset description in
section 4). This means that if a peripheral, such as the Ethernet controller, is clock gated off and then
reset and enabled at a later time, the bootstrap signal value will be taken from the saved value present
in a general purpose register described in section 28. See also section 4.9 for further information on
the conditions for clock gating per peripheral.

Table 23. Bootstrap signals

Bootstrap signal

Description

DSU_EN

Enables the Debug Support Unit (DSU) and other members connected to the Debug AHB bus. If
DSU_EN is HIGH the DSU and the Debug AHB bus will be clocked. If DSU_EN is LOW the
DSU and all members on the Debug AHB bus will be clock gated off.

A special case exists for the Ethernet controllers. These controller have master interfaces con-
nected to the Debug AHB bus and debug traffic can optionally be routed to this bus. f DSU_EN
is LOW then the Ethernet Debug Communications Link (EDCL) functionality will be disabled
and the Ethernet controllers will be clock gated off after reset. If DSU_EN is HIGH then the
Ethernet controller clocks will be enabled. With DSU_EN HIGH, the EDCL functionality will
be further configured by GPIO[5:0] as described further down in this table.

BREAK

Puts all processors in debug mode when asserted while DSU_EN is HIGH. When DSU_EN is
LOW, BREAK is assigned to the timer enable bit of the watchdog timer and also controls if the
first processor starts executing after reset.

PCIMODE_ENABLE

Enables PCI mode. If the bootstrap signal MEM_IFWIDTH is HIGH then PCIMODE EN-
ABLE selects if the top-half of the SDRAM interface should be used for the PCI controller
(HIGH) or Ethernet port 1 (LOW).

MEM_IFWIDTH

Selects the width of SDRAM interface. If this signal is LOW then the external memory interface
uses 64 data bits with up to 32 check bits. If this signal is HIGH then the external memory inter-
face uses 32 data bits with up to 16 check bits and the top half of the SDRAM interface is used
for PCI or Ethernet port 1, as determined by the PCIMODE ENABLE bootstrap signal.

MEM_CLKSEL

The value of this signal determines the clock source for the SDRAM memory. If this signal is
low then the memory clock and the system clock has the same source, otherwise the source for
the memory clock is the MEM_EXTCLOCK clock input.

GPIO[5:0]

Sets the least significant address nibble of the IP and MAC address for Ethernet Debug Commu-
nication Link (EDCL) 0 and 1. GPIO [1:0] is also connected to the SpaceWire TDP controller:

For the Ethernet controllers:
GPIO[1:0] sets the least significant bits of the nibble for EDCL 0 and EDCL1
GPIO[3:2] sets the top nibble bits for EDCL 0 and GPIO[5:4] set the top nibble bits for EDCL1.

It is possible to disable the EDCLs at reset with bootstrap signals. As mentioned, when DSU_EN
is LOW then the EDCLs will be disabled. EDCL 0 is also disabled if GPIO[3:0] is set to Ob1111
when Ethernet controller 0 leaves reset. EDCL 1 is disabled when GPIO[7:4] is set to Ob1111
when Ethernet controller 1 leaves reset. Note that this means that the disable condition for EDCL
1 makes use of the bootstrap signals GPIO[7:6] that are used to configure SpaceWire router dis-
tributed interrupts.

The connections to the SpaceWire TDP controller are as follows:
GPIO[0] is connected to the set elapsed time input, see section 31.3.11.
GPIO[1] is connected to the increment elapsed time input, see section 31.3.3.

GPIO[7:6]

Selects SpaceWire router Distributed Interrupt configuration
"00" - Interrupts with acknowledgment mode (32 interrupts with acknowledgments);
"01" - Extended interrupt mode (64 interrupts, no acknowledgments);

"10" - Distributed interrupts disabled, all Dist. Interrupt codes treated as Time-Codes;

"11" - Dist. interrupt disabled, Control code treated as Time-Code if CTRL flags are zero.
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Table 23. Bootstrap signals

Bootstrap signal Description

GPIO[9:8] Selects if Ethernet Debug Communication Link 0 (GPIO[8]) and Link 1(GPIO[9]) traffic should
be routed over the Debug AHB bus (HIGH) or the Master I/O AHB bus (LOW).

GPIO[10] Selects the PROM width. 0: 8-bit PROM, 1: 16-bit PROM

GPIO[11] Controls the clock gate settings for the SpaceWire router. The SpaceWire router is disabled after
reset unless general GPIO[11] is LOW.

GPIO[13:12] Sets the two least significant bits of the SpaceWire router’s instance ID.

GPIO[14] Controls reset value of PROM/IO controller’s PROM EDAC enable (PE) bit. When this input is
’1” at reset, EDAC checking of the PROM area will be enabled.

GPIO[15] Selects if the PROM/IO interface should be enabled after reset. If this signal is LOW then the
PROM/IO interface is enabled. Otherwise the PROM/IO interface pins are routed to their alter-
native functions.

PLL BYPASS[2:0] Bypass PLL and use clock input directly. 2: SpW clock, 1: SDRAM clock, 0: System clock PLL
bypass.

PLL_IGNLOCK The PLL outputs of the device are gated until the PLL lock outputs have been asserted. Setting
this signal HIGH disables this clock gating for all PLLs, and also removes the lock signals from
the reset generation.

3.2 Configuration for flight

To achieve the intended radiation tolerance in flight, certain bootstrap signals must be held at a fixed
configuration:
*  DSU _EN must be held low (disabling debug interfaces)

* JTAG TRST must be held low (disabling the JTAG TAP)

3.3  Pin multiplexing

The device shares pin between the following groups of interfaces:

*  Part of the PROM/IO interface shares pins with UART 0, UART 1, CAN 0, CAN 1, SpaceWire
debug and MIL-STD-1553B. The pins can also be controlled as general-purpose /0.

*  The top half of the SDRAM interface shares pins with PCI and Ethernet port 1.
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| Figure 1. GR740 I/O structure and pin multiplexing diagram

Notes:

1. The two 1553 transmitter-inhibit signals (TXINH) are on dedicated signals and are never multiplexed with PROM/IO
2. UART CTS input and SpW debug input are shared with some GPIO bus pin without multiplexing. Refer Table 25

3. SDRAM interface signal multiplexing is controlled directly by external pins (mem_ifwidth, pcimode_enable)

4. PROM/IO interface signal multiplexing is controlled by configuration registers (GPREG) and indirectly by a GPIO[15]
bootstrap signal.

The sections below describes multiplexing for the affected interfaces. Section 30 describes the periph-
eral through which software controls the multiplexing.

3.3.1 PROM/IO interface multiplexing

The selection between the PROM/IO interface and the other low-speed interfaces on the same pins is
done at boot time via the bootstrap signal GPIO[15]. When GPIO[15] is LOW during reset, then the
full PROM/IO interface will be available. When GPIO[15] is HIGH after reset, the alternative func-
tion is routed to the shared pins.

The multiplexing has been designed so that even if starting with all the multiplexed pins set to their
alternative (peripheral) mode, enough dedicated PROM/IO pins are still available to access an 8-bit,
64 KiB boot PROM for bootstrapping the system. Note that it is the top part of the data bus (PRO-
MIO_DATA[15:8]) that is used for the PROM in 8-bit mode.

After reset, the setting can be reconfigured on a pin by pin basis by software using a register interface
(see the General Purpose Register Bank section). The register interface can also reconfigure the multi-
plexed I/O:s to function as general-purpose 1/Os.

If only a subset of the alternative functions are desired and a larger PROM or 1O interface is desired,
then GPIO[15] should be kept LOW during reset and software can then during boot assign a subset of
the signals to alternative functions. In this case, the effect of address lines tied to peripherals on the
board toggling during the first PROM accesses before they have been re-configured to their correct
function will need to be considered at the system design level.

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 31 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

A few inputs belonging to the SpaceWire debug and UART CTS signals are shared with GPIO bus
pins without any explicit multiplexing, these inputs are simply connected to both functions at the
same time. Note that the UART CTS signals are ignored by default and will therefore not affect
UART operation unless flow control is enabled in the UART’s control register.

Table 24. Multiplexed PROM/IO interface pins with alternative functions and control register bit position

Register
bank
Pin name* FTMEN /
ALTEN bit
Primary function Alternative function GPIO2 function | position**
Signal Dir | Signal Dir | Signal Dir
PROMIO_ADDR[27] | (as pin name) O | UARTO_TXD o GPIO2[21] 10 |21
PROMIO_ADDR][26] | (as pin name) O |UART1_TXD (0] GPIO2[20] IO |20
PROMIO_ADDR[25] | (as pin name) O | GR1553_BUSATXP o GPIO2[19] 10 |19
PROMIO_ADDRJ[24] | (as pin name) O | GR1553_BUSATXN (0] GPIO2[18] 1O |18
PROMIO_ADDR[23] | (as pin name) O | GR1553 BUSARXEN O GPIO2[17] 10 |17
PROMIO_ADDRJ[22] | (as pin name) O | GR1553_BUSBTXP (0] GPIO2[16] 10 |16
PROMIO_ADDRJ21] | (as pin name) O | GR1553 BUSBTXN o GPIO2[15] 10 |15
PROMIO_ADDRJ[20] | (as pin name) O | GRI553_BUSBRXEN O GPIO2[14] 10 |14
PROMIO_ADDR[19] | (as pin name) O | SPWD TXD o GPIO2[13] 10 |13
PROMIO_ADDR[18] | (as pin name) O | SPWD_TXS (0] GPIO2[12] 10 |12
PROMIO_ADDR[17] | (as pin name) O | UARTO _RTS o GPIO2[11] 10 |11
PROMIO_ADDR[16] | (as pin name) O | UARTI1_RTS (0] GPIO2[10] IO |10
PROMIO_DATA[7] (as pin name) 10 | UART0_RXD I GPIO2[9] I0 |9
PROMIO _DATA[6] (as pin name) I0 | UART1 RXD I GPIO2[8] 10 |8
PROMIO_DATA[5] (as pin name) 10 | CAN_RXO0 I GPIO2[7] 10 |7
PROMIO_DATA[4] (as pin name) I0 | CAN_RXI1 I GPIO2[6] I0 |6
PROMIO DATA[3] (as pin name) 10 | GR1553 BUSARXP I GPIO2[5] 10 |5
PROMIO_DATA[2] (as pin name) I0 | GR1553_BUSARXN 1 GPIO2[4] 10 |4
PROMIO DATA[1] (as pin name) 10 | GR1553 BUSBRXP I GPIO2[3] 10 |3
PROMIO_DATA[0] (as pin name) I0 | GR1553_BUSBRXN 1 GPIO2[2] 10 |2
PROMIO CEN[1] (as pin name) O | CAN _TXO o GPIO2[1] 10 |1
10 SN (as pin name) O |CAN TX1 (6] GPIO2[0] 10 |0
* See section 40.3 for pin assignments
** See section 30
Table 25. Shared GPIO interface pins with slow interfaces
Pin name* | Primary function Second function
Signal Dir | Signal Dir
GPIO[7] (as pin name) I0 | SPWD _RXD I
GPIO[6] (as pin name) I0 | SPWD RXS I
GPIO[5] (as pin name) I0 | UARTO CTSN I
GPIO[4] (as pin name) I0 | UART1 _CTSN 1
* See section 40.3 for pin assignments
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3.3.2

SDRAM interface multiplexing

The top half of the SDRAM interface shares pins with PCI and Ethernet port 1. The selection between
full SDRAM, PCI and Ethernet is made with the bootstrap signals MEM_IFWIDTH and PCI-
MODE_ENABLE. This configuration is static and should be kept constant during the runtime
of the device (a change will require a full reset of the device). Some of the data mask (DQM)
bits are used as clock inputs in the alternative modes, and their direction will therefore depend on con-

figuration.

Table 26. Selection between SDRAM, PCI and Ethernet 1

MEM_IFWIDTH | PCIMODE_ENABLE | SDRAM interface Ethernet port 1 PCI

0 0 64 data bits, 32 check bits | Unavailable Unavailable
1

1 0 32 data bits, 16 check bits | Available Unavailable
1 Unavailable Available

Table 27. Multiplexed SDRAM interface pins with PCI or Ethernet interfaces

ETHERNET]1 function

PCI function

Pin name* SDRAM function (MEM_IFWIDTH=HIGH, (MEM_IFWIDTH=HIGH,
(MEM_IFWIDTH=LOW) | PCIMODE_ENABLE=LOW) | PCIMODE_ENABLE=HIGH)
Signal Dir Signal Dir Signal Dir
MEM_DQI95] (as pin name) () ETH1 TXD[7] o PCI_ADJ[31] 10
MEM_DQJ[9%4] (as pin name) 10 ETH1_TXDJ6] (0] PCI_ADJ[30] 10
MEM DQ[93] (as pin name) 10 ETH1 TXD[5] (¢} PCI_ADJ[29] 10
MEM_DQJ[92] (as pin name) 10 ETH1 _TXD[4] ¢ PCI_ADJ[28] 10
MEM_DQ[91] (as pin name) 10 ETH1 TXD[3] o PCI AD[27] 10
MEM_DQ[90] (as pin name) 10 ETH1 _TXD[2] ¢ PCI_ADJ[26] 10
MEM DQ[89] (as pin name) 10 ETH1 TXD[1] (0] PCI_ADI[25] 10
MEM_DQ[88] (as pin name) 10 ETH1_TXD[0] (0] PCI_ADJ[24] 10
MEM DQ[87] (as pin name) 10 ETHI TXEN (0] PCI_ADI[23] 10
MEM_DQ[86] (as pin name) 10 ETH1 _TXER (0] PCI_ADI[22] 10
MEM DQ[85] (as pin name) 10 (none) 1 PCI_AD[21] 10
MEM_DQ[84] (as pin name) 10 (none) I PCI_ADI[20] 10
MEM DQ[83] (as pin name) 10 (none) I PCI_AD[19] 10
MEM DQ[82] (as pin name) 10 (none) I PCI_AD[18] 10
MEM DQ[81] (as pin name) 10 (none) I PCI_AD[17] 10
MEM DQI80] (as pin name) 10 (none) I PCI_AD[16] 10
MEM_DQ[63] (as pin name) 10 ETH1 RXDI[7] 1 PCI_AD[15] 10
MEM_DQJ62] (as pin name) 10 ETH1 _RXDJ[6] I PCI_ADJ[14] 10
MEM _DQ[61] (as pin name) 10 ETH1 RXDI[5] | PCI_AD[13] 10
MEM_DQ[60] (as pin name) 10 ETH1 RXDJ[4] I PCI_ADJ[12] 10
MEM _DQ[59] (as pin name) 10 ETH1 RXDI[3] | PCI_AD[11] 10
MEM_DQ[58] (as pin name) 10 ETH1_RXDJ[2] I PCI_ADJ[10] 10
MEM _DQ[57] (as pin name) 10 ETH1 RXD[1] 1 PCI_ADI[9] 10
MEM_DQ[56] (as pin name) 10 ETH1 RXDI[0] I PCI_ADI[8] (0]
MEM_DQ[55] (as pin name) 10 ETH1 RXDV 1 PCI_AD[7] 10
MEM_DQ[54] (as pin name) 10 ETH1_RXER 1 PCI_ADJ[6] 10
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Table 27. Multiplexed SDRAM interface pins with PCI or Ethernet interfaces
ETHERNET1 function PCI function
Pin name* SDRAM function (MEM_IFWIDTH=HIGH, (MEM_IFWIDTH=HIGH,
(MEM_IFWIDTH=LOW) | PCIMODE_ENABLE=LOW) | PCIMODE_ENABLE=HIGH)
Signal Dir Signal Dir Signal Dir
MEM_DQ[53] (as pin name) 10 ETH1 _COL 1 PCI_AD[5] 10
MEM_DQJ52] (as pin name) (0] ETH1 CRS PCI_AD[4] 10
MEM DQJ51] (as pin name) 10 ETH1 _MDINT PCI_AD[3] 10
MEM DQI50] (as pin name) 10 (none) I PCI_AD[2] 10
MEM DQJ[49] (as pin name) 10 (none) 1 PCI_AD[1] 10
MEM DQ[48] (as pin name) 10 (none) I PCI_AD[0] 10
MEM DQJ[47] (as pin name) 10 (none) | PCI_CBEJ[3] 10
MEM DQ[46] (as pin name) 10 (none) I PCI_CBEJ[2] 10
MEM_DQ[45] (as pin name) 10 (none) | PCI_CBE[1] 10
MEM _DQ[44] (as pin name) 10 (none) I PCI_CBE[0] 10
MEM_DQ[43] (as pin name) 10 (none) I PCI_FRAME 10
MEM DQ[42] (as pin name) 10 (none) I PCI_REQ (0]
MEM DQ[41] (as pin name) 10 (none) I PCI_GNT I
MEM DQ[40] (as pin name) 10 (none) I PCI IRDY 10
MEM _DQ[39] (as pin name) 10 (none) 1 PCI_TRDY 10
MEM DQ[38] (as pin name) 10 (none) I PCI PAR 10
MEM DQI37] (as pin name) 10 (none) 1 PCI_PERR 10
MEM DQ[36] (as pin name) 10 (none) I PCI_SERR 10
MEM_DQJ35] (as pin name) 10 (none) I PCI_DEVSEL 10
MEM DQ[34] (as pin name) 10 (none) I PCI_STOP 10
MEM DQJ33] (as pin name) 10 (none) I PCI_INTA 10
MEM DQ[32] (as pin name) 10 (none) | PCI INTB I
MEM_DQM([11] | (as pin name) (0] ETH1 GTXCLK 1 PCI_M66EN I
MEM DQM[10] | (as pin name) o ETH1 TXCLK | PCI HOSTN |
MEM_DQM[7] | (as pin name) o ETH1 _RXCLK I PCI_IDSEL I
MEM DQM]J6] | (as pin name) o (none) I PCI CLK I
MEM _DQM][5] | (as pin name) O (none) I PCIL_INTC I
MEM DQMJ[4] | (as pin name) (6] (none) I PCI INTD 1

* See section 40.3 for pin assignments

3.4  Complete signal list
The listing below shows all interface signals, sorted by interface. Some of these signals are located on
shared pins as indicated in the table, therefore some physical pins will map to more than one entry in
this table, with the pin name taken from the primary function of that pin. Section 3.3 and the device
pin assignments in section 40.3 detail the pin sharing.
Table 28. All external signals, before pin sharing
Name Usage Pin sharing | Direction Polarity
SYS RESETN System reset No In Low
SYS EXTLOCK External clocks locked (for reset genera- No In High
tion), tie high if unused
SYS CLK System clock No In -
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Table 28. All external signals, before pin sharing
Name Usage Pin sharing | Direction Polarity
MEM_EXTCLOCK Alternate clock source for SDRAM inter- No In -
face
SPW_CLK SpaceWire clock No In Low
PROC_ERRORN Processor 0 error mode indicator No Out-Tri Low
BREAK Debug Support Unit and watchdog/proces- | No In High
sor break signal. See description of boot-
strap signals.
DSU_EN Debug Support Unit enable signal No In High
DSU_ACTIVE Debug Support Unit active signal No Out High
PCIMODE ENABLE Enables PCI mode. See description of boot- | No In High
strap signals
MEM_CLKSEL Memory interface external clock select sig- | No In -
nal
MEM IFWIDTH Memory interface width select signal No In -
MEM CLK OUT SDRAM clock output No Out -
MEM CLK OUT_DIFF P SDRAM clock output (differential) No Out -
MEM CLK OUT DIFF N SDRAM clock output (differential) No Out -
MEM CLK IN SDRAM clock input No In -
MEM_ WEN SDRAM write enable No Out Low
MEM SN[1:0] SDRAM chip select No Out Low
MEM_RASN SDRAM row address strobe No Out Low
MEM DQM[11:0] SDRAM data mask See 3.3.2 Out Low
MEM_DQ[95:0] SDRAM data and checkbit bus See 3.3.2 BiDir -
MEM CKE[1:0] SDRAM interface clock enable No Out High
MEM_CASN SDRAM column address strobe No Out Low
MEM BA[1:0] SDRAM bank address No Out -
MEM_ ADDR[14:0] SDRAM address and chip select 3,2 No Out -
JTAG_TCK JTAG Clock No In -
JTAG_TMS JTAG Mode select No In -
JTAG_TDI JTAG Data in No In -
JTAG_TDO JTAG Data out No Out -
JTAG_TRST JTAG Reset No In -
ETHO TXER Ethernet port 0, Transmit error No Out High
ETHO TXD[7:0] Ethernet port 0, Transmitter output data No Out -
ETHO TXEN Ethernet port 0, Transmitter enable No Out High
ETHO GTXCLK Ethernet port 0, Gigabit clock No In -
ETHO TXCLK Ethernet port 0, Transmitter clock No In -
ETHO RXER Ethernet port 0, Receive error No In High
ETHO RXD[7:0] Ethernet port 0, Receiver data No In -
ETHO RXDV Ethernet port 0, Receive data valid No In High
ETHO RXCLK Ethernet port 0, receiver clock No In -
ETHO_MDIO Ethernet port 0 and 1, Management Inter- No BiDir -
face Data Input/Output
ETHO MDC Ethernet port 0 and 1, Management Inter- No Out -
face Data Clock
ETHO COL Ethernet port 0, Collision detected No In High
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Table 28. All external signals, before pin sharing
Name Usage Pin sharing | Direction Polarity
ETHO_CRS Ethernet port 0, Carrier sense No In High
ETHO MDINT Ethernet port 0, Management Interface No In Low
Interrupt
ETH1 TXER Ethernet port 1, Transmit error See 3.3.2 Out High
ETH1 TXD[7:0] Ethernet port 1, Transmitter output data See 3.3.2 Out -
ETH1 _TXEN Ethernet port 1, Transmitter enable See 3.3.2 Out High
ETH1 GTXCLK Ethernet port 1, Gigabit clock See 3.3.2 In -
ETH1 TXCLK Ethernet port 1, Transmitter clock See 3.3.2 In -
ETH1 RXER Ethernet port 1, Receive error See 3.3.2 In High
ETH1 _RXD[7:0] Ethernet port 1, Receiver data See 3.3.2 In -
ETH1 _RXDV Ethernet port 1, Receive data valid See 3.3.2 In High
ETH1 RXCLK Ethernet port 1, receiver clock See 3.3.2 In -
ETH1 _COL Ethernet port 1, Collision detected See 3.3.2 In High
ETH1 CRS Ethernet port 1, Carrier sense See 3.3.2 In High
ETH1 MDINT Ethernet port 1, Management Interface See 3.3.2 In Low
Interrupt
SPWD TXD SpaceWire Debug Communication Link See 3.3.1 Out -
transmit data
SPWD_TXS SpaceWire Debug Communication Link See 3.3.1 Out -
transmit strobe
SPWD RXD SpaceWire Debug Communication Link See 3.3.1 In -
receive data
SPWD RXS SpaceWire Debug Communication Link See 3.3.1 In -
receive strobe
SPW_TXD_P[7:0] SpaceWire router ports 1 - 8, transmit data, | No Out -
positive
SPW_TXD N[7:0] SpaceWire router ports 1 - 8, transmit data, | No Out -
negative
SPW_TXS P[7:0] SpaceWire router ports 1 - 8, transmit No Out -
strobe, positive
SPW_TXS_N[7:0] SpaceWire router ports 1 - 8, transmit No Out -
strobe, negative
SPW_RXD P[7:0] SpaceWire router ports 1 - 8, receive data, | No In -
positive
SPW_RXD NJ[7:0] SpaceWire router ports 1 - 8, receive data, | No In -
negative
SPW_RXS P[7:0] SpaceWire router ports 1 - 8, receive strobe, | No In -
positive
SPW_RXS N[7:0] SpaceWire router ports 1 - 8, receive strobe, | No In -
negative
PCI_CLK PCI clock See 3.3.2 In -
PCI_GNT PCI grant See 3.3.2 In Low
PCI_IDSEL PCI Device select during configuration See 3.3.2 In High
PCI_HOSTN PCI System host. Low = Device will act as | See 3.3.2 In Low
PCT host
PCI_ADJ[31:0] PCI Address and Data bus See 3.3.2 BiDir High
PCI_CBEJ[3:0] PCI Bus command and byte enable See 3.3.2 BiDir Low
PCI FRAME PCI Cycle frame See 3.3.2 BiDir Low
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Table 28. All external signals, before pin sharing
Name Usage Pin sharing | Direction Polarity
PCI_IRDY PCI Initiator ready See 3.3.2 BiDir Low
PCI_TRDY PCI Target ready See 3.3.2 BiDir Low
PCI_DEVSEL PCI Device select See 3.3.2 BiDir Low
PCI_STOP PCI Stop See 3.3.2 BiDir Low
PCI_PERR PCI Parity error See 3.3.2 BiDir Low
PCI_SERR PCI System error See 3.3.2 BiDir Low
PCI_PAR PCI Parity signal See 3.3.2 BiDir High
PCI_INTA PCI Interrupt A See 3.3.2 BiDir Low
PCI_INTB PCI Interrupt B See 3.3.2 In Low
PCI_INTC PCI Interrupt C See 3.3.2 In Low
PCI_INTD PCI Interrupt D See 3.3.2 In Low
PCI_REQ PCI Request signal See 3.3.2 Out Low
PCI_M66EN PCI 66 MHz enable signal See 3.3.2 In High
PROM_CEN[1:0] PROM chip select See 3.3.1 Out Low
PROMIO_ADDR[27:0] PROM/IO address See 3.3.1 Out -
PROMIO OEN PROM/IO Output Enable No Out Low
PROMIO_WEN PROM/IO Write Enable No Out Low
PROMIO BRDYN PROM/IO Bus ready No In Low
PROMIO_READ PROM/IO Bus reading (for buffer control) | No Out High
PROMIO DATA[15:0] PROM/IO data See 3.3.1 BiDir -
I0_SN PROM/IO chip select See 3.3.1 Out Low
WDOGN Watchdog output No Out-Tri Low
GPIO[15:0] General Purpose I/O See 3.3.1and | Bidir -
3.1
GPI102[21:0] Second GPIO See 3.3.1
UARTO0_TXD UART 0, transmit data See 3.3.1 Out -
UARTO0 RXD UART 0, receive data See 3.3.1 In -
UARTO0_RTSN UART 0, request to sent See 3.3.1 Out Low
UARTO _CTSN UART 0, clear to send See 3.3.1 In Low
UART1 _TXD UART 1, transmit data See 3.3.1 Out -
UART1 RXD UART 1, receive data See 3.3.1 In -
UART1_RTSN UART 1, request to sent See 3.3.1 Out Low
UART1 CTSN UART 1, clear to send See 3.3.1 In Low
GR1553 BUSARXEN MIL-STD-1553 Bus A receiver enable See 3.3.1 Out High
GR1553 BUSARXP MIL-STD-1553 Bus A receiver positive See 3.3.1 In High
input
GR1553_BUSARXN MIL-STD-1553 Bus A receiver negative See 3.3.1 In High
input
GR1553 BUSATXIN MIL-STD-1553 Bus A transmitter inhibit No Out High
GR1553 BUSATXP MIL-STD-1553 Bus A transmitter positive | See 3.3.1 Out High
output
GR1553_BUSATXN MIL-STD-1553 Bus A transmitter negative | See 3.3.1 In High
output
GR1553_BUSBRXEN MIL-STD-1553 Bus B receiver enable See 3.3.1 Out High
GR1553_BUSBRXP MIL-STD-1553 Bus B receiver positive See 3.3.1 In High
input
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Table 28. All external signals, before pin sharing
Name Usage Pin sharing | Direction Polarity
GR1553 BUSBRXN MIL-STD-1553 Bus B receiver negative See 3.3.1 In High
input
GR1553 BUSBTXIN MIL-STD-1553 Bus B transmitter inhibit No Out High
GR1553 BUSBTXP MIL-STD-1553 Bus B transmitter positive | See 3.3.1 Out High
output
GR1553_BUSBTXN MIL-STD-1553 Bus B transmitter negative | See 3.3.1 Out High
output
GR1553 CLK MIL-STD-1553 interface clock No In -
SPI MISO SPI controller, master input, slave output No BiDir -
SPI_MOSI SPI controller, master output, slave input No BiDir -
SPI SCK SPI controller, clock No BiDir -
SPI_SEL SPI controller, SPI select No In Low
SPI SLVSELJ[1:0] SPI controller, slave select No Out Low
CAN _RXD[1:0] CAN controller, receive data (shares pin See 3.3.1 In -
with PROM/IO interface)
CAN_TXDI[1:0] CAN controller, transmit data (shares pin See 3.3.1 Out -
with PROM/IO interface)
PLL BYPASS[2:0] Bypass PLL. See description of bootstrap No In High
signals.
PLL IGNLOCK Ignore PLL lock. See description of boot- No In High
strap signals.
PLL_LOCKED]5:0] PLL coarse/fine lock. See description in No Out High
clocking section

3.5 Pin driver configuration
The drive strength of the single-ended outputs in the device are software programmable through the
general-purpose register bank (see section 30).
LVDS drivers that are not used in the application can be turned off to save power. This is controlled
via the register bank interface. Note that there is no automatic turning off of the LVDS drivers of dis-
abled or inactive SpaceWire links in this device, so this must be managed by the application software.
Applications not using the SpaceWire router at all are recommended to disable all Spacewire LVDS
drivers during boot.
3.6 Initial signal state
Provided SYS_RESETN is low, JTAG_TRSTN is low, and mode selection pins MEM_IFWIDTH,
PCIMODE ENABLE are stable, then the following reset behavior is achieved.
The following signals are asynchronously reset:
WDOGN - Tristated
GPIO[15:0] - Tristated
PROM_CEN]J0] - High
PROMIO_OEN - High
PROMIO DATA[15:0] - Tristated
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MEM_SN[1:0] - High
MEM_DQ pins used for SDRAM - Tristated
MEM_DQ pins used for Ethernet - RX pins tristated, TX pins driving undefined value

MEM_DQ pins used for PCI - All pins tristated, except PCI_INTA (MEM_DQ[33])
MEM_DQ pins unused - Tristated, direction changes during operation following SDRAM
DQ bus

GR1553 BUSATXIN - High

GR1553 BUSBTXIN - High

SPI_MISO - Tristated

SPI_MOSI - Tristated

SPI_SCK - Tristated

SPI_SEL - Tristated

SPI SLVSEL[1:0] - High

The following signals are synchronously reset by the internal clock and may not have the intended
state until a short time after the PLL:s have achieved lock:

PROC_ERRORN - May start up as 0, tristates on first internal system clock edge
PROM_CEN[1] - May start up O or tristated, becomes high output on first internal system
clock edge

I0_ SN - May start up 0, 1 or tristated, becomes high output on first internal system
clock edge

PROMIO ADDR[27:16] - May start up 0, 1 or tristated, becomes output with correct function on
first internal system clock edge

MEM_CLK OUT - May start up tristated, becomes output on first internal system clock edge
MEM_CLK OUT_DIFF_P/N - May start up disabled, enables on first internal system clock edge
PCI_INTA(MEM _DQ[33] used for PCI) - May start up as 0, tristates on first internal system clock

edge

ETHO MDIO - May start up as 0, tristates on first internal system clock edge

ETHO MDC - May start up as 0 or 1, goes to 0 on first internal system clock edge

SPW_TXD_P/N[7:0] - May start up enabled or disabled, enables on first internal clock edge

SPW_TXS P/N[7:0] - May start up enabled or disabled, enables on first internal clock edge
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4 Clocking and reset
4.1 Clock inputs
The table below specifies the clock inputs to the device.
Table 29. Clock inputs
Clock input Description Recommended frequency
SYS CLK System clock input. A clock based on this clock input via PLL 50 MHz
(unless PLL is bypassed) is used to clock the processors, on-chip
buses and on-chip peripherals.
MEM_EXTCLK Alternative memory interface clock. Clock that either directly, or 50 MHz
through a PLL, provides an alternative clock for the SDRAM mem-
ory interface. See description in table 23, section 3.1.
MEM CLK IN SDRAM memory controller clock input 50 MHz
SPW_CLK SpaceWire clock. Clock that either directly, or through a PLL (rec- | 50 MHz
ommended operating mode), provides a clock for the SpaceWire
router and SpaceWire Debug Link interfaces. See also sections
13.3.1.2 and 13.3.2.
JTAG_TCK JTAG clock 10 MHz
ETHO GTXCLK | Ethernet Gigabit MAC 0 clock 125 MHz
ETHO TXCLK Ethernet MAC 0 transmit clock 25 MHz
ETHO RXCLK Ethernet MAC 0 receive clock 25 MHz (MII)
125 MHz (GMII)
ETH1 GTXCLK | Ethernet Gigabit MAC 1 clock 125 MHz
ETH1 TXCLK Ethernet MAC 1 transmit clock 25 MHz
ETHI RXCLK Ethernet MAC 1 receive clock 25 MHz (MII)
125 MHz (GMII)
PCI_CLK PCI interface clock 33 MHz
GR1553_CLK MIL-STD-1553B interface clock 20 MHz
The design makes use of clock multipliers to create the system clock, memory interface clock, and the
SpaceWire transmitter clock.
4.2  Clock loop for SDRAM
Due to the drive strength limitations, the device may not be suitable to feed the clock directly to
SDRAMs at higher speeds. The device therefore implements a clock looping scheme for the SDRAM
clock, where the generated SDRAM clock goes out on either the single-ended MEM_CLK_OUT or
the differential MEM_CLK_OUT DIFF output, should then on the PCB be split and fed both to the
SDRAM and back to the device’s MEM_CLK IN input. In the device, the MEM_CLK IN input
clocks both the SDRAM interfacing registers as well as the SDRAM controller. See figure 2.
Both the differential and single-ended clock outputs are on by default after reset, software can during
boot disable the output that is unused in order to avoid unnecessary switching activity.
While what is described above is the intended usage, technically there is no requirement that the clock
fed to the MEM_CLK IN input is related in frequency or phase to the clock going out the loop or any
other clock in the system. Other ways of generating the SDRAM clocks such as external PLL:s are
also possible.
Note: The external feedback loop is always required, no matter which clock source that is selected.
The memory controller SDRAM domain is never clocked internally, only through MEM_CLK_IN.
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4.3

Reset scheme

The device has an on-chip reset generator that creates a reset signal that is fed to the rest of the system.
This is asynchronously asserted when the external SYS RESETN input is asserted and synchronously
deasserted a few cycles after the SYS RESETN input has been deasserted.

The reset generation also considers the locking status of the PLLs, and will not deassert reset until the
PLL:s have achieved lock. In the event PLL lock is lost, the system will again go into reset. Only the
lock signals of PLLs that are used (not in bypass, or deselected by MEM_CLKSEL) are considered. If
external PLLs are also used on the board, a separate input SYS EXTLOCK is available to allow also
including the lock status of these PLLs in the reset generation.

Where this default behavior is unwanted, the PLL._IGNLOCK bootstrap signal, when tied HIGH, will
cause the lock statuses of the internal PLLs to be ignored (treated as always in lock) in the reset gener-
ation. The SYS EXTLOCK signal is never ignored. Since all the lock signals are available on pack-
age pins, custom lock handling can be implemented on board level.

The bootstrap signal sampling, the general purpose register bank, and the PLL reconfiguration mod-
ule have separate reset generation that is only reset when the master resetn signal is asserted and will
not be affected by PLL lock status.

The JTAG_TRST input asynchronously resets the JTAG TAP in the device. This can be asserted at
any time while the device is running without affecting device function provided that a JTAG debug
access into the system is not currently in progress. The JTAG_TRST input must be asserted on power-
up to ensure that the TAP instruction register can not power-up set to a test command. If JTAG is
unused, JTAG TRST should be tied low on the board.

Other peripherals, such as Ethernet, SpaceWire and PCI are all reset via internal signals generated
from the SYS_RESETN input and PLL lock signals, as described above. To ensure proper reset of all
the clock domains in the device, care must be taken to ensure that all external clocks for interfaces that
will be used are active and toggling before the interface is enabled and ungated in the clock gating
unit.
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4.4 Clock multiplexing for main system clock, SDRAM and SpaceWire

The diagram below shows how the clocks are multiplexed in the design.

PLL_BYPASS[O0]

»

» System clock

DSU_EN : '—» Debug bus and debug unit clocks
SYS_CLK SYSPLL
L Slnoigk Gating i S:;e;?efi:)%egpluclocks
PLL_LOCKEDI[1:0] J
cpu idle
control registers A—J
PLL_BYPASS[1]
external clock split/loop
o
MEM_EXTCLK MEMPLL —\_ > O e —h> MEM_CLK_IN —3 S RaM controller
LPLL_LOCKED[B:Z] MEM_CLKSEL Clock to

SDRAM devices

PLL_BYPASS[2]

spw_cu<4|: SPWPLL

PLL_LOCKED[5:4]

GR1553_CLK —— > to 1553 codec

Pos clk ETHO*CLK ————— > to GRETHO

JTAG_TCK ——————— 3 to TAP and scan chain
to SPW codec

MEM_IFWIDTH and PCIMODE_ENABLE

MEM_DQM[6] —E—> to PCl core

Neg clk

MEM_DQM[11]

4@—} to GRETH1
MEM_DQM[10] — | |
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MEM_DQM[7]

MEM_IFWIDTH and (not PCIMODE_ENABLE)

Figure 2. GR740 clock multiplexing
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4.5  PLL control and configuration
Each PLL is put in power down mode whenever either:
*  The master reset signal SYS_RESETN is asserted
*  The PLL reconfiguration is commanded to reprogram the PLLs
*  The PLL is set to be bypassed using the PLL. BYPASS bootstrap signal
The rest of the PLL configuration is controlled by the PLL reconfiguration unit. When SYS_RESETN
is asserted this will be reset asynchronously to the default configuration. The reconfiguration unit can
then be reprogrammed to other PLL configurations via the general purpose register bank interface
(see section 30.2.4).
The configuration values tabulated below are the only supported configurations, other configurations
are invalid and may lead to malfunction. Note also that when overclocking the device by exceeding
the maximum clock frequencies given in the datasheet, correct functionality is not guaranteed and
power consumption may exceed typical values.
Table 30. Supported SYSPLL configurations
Memory clock
SYSPLL SYS_CLK System clock if Comment
Config word | Input range MEM_CLKSEL=LOW
000010101 40-85 MHz (50 MHz | 5xSYS CLK |SYS CLK/2 Default configuration
nom) (250 MHz nom)
000001100 33.3-70 MHz 6xSYS CLK |1xSYS CLK
000001010 25-53 MHz 8xSYS CLK |2xSYS CLK
Table 31. Supported MEMPLL configurations
MEMPLL MEM_EXTCLOCK | Memory clock if Comment
Config word | Input range MEM_CLKSEL=HIGH
000001010 25-53 MHz 2 x MEM_EXTCLK Default configuration
Table 32. Supported SPWPLL configurations
SPWPLL SPW_CLK SpaceWire clock Comment
Config word | Input range
000010000 25-53 MHz 8 x SPW_CLK Default configuration
000001100 33.3-70 MHz 6 x SPW_CLK
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4.6

4.7

4.8

PLL watchdog

An additional watchdog is included in the system to detect if the main system clock stops running due
to PLL malfunction or other unforeseen issue. The PLL watchdog is combined with the regular
watchdog (GPTIMERO timer 5) status and output on the WDOGN open-drain output. The watchdog
has no other effect on the system so if no watchdog functionality is wanted then the WDOGN output
can be ignored.

The PLL watchdog is clocked by the SYS CLK input clock, and will trigger after 100 million SYS_-
CLK cycles (2.0 seconds at the nominal 50 MHz input frequency) unless it is restarted. It is restarted
whenever the GPTIMERO TCTRLS register is written (regardless of value written). Since this register
is written as part of the normal system watchdog handling, the PLL watchdog will not need any addi-
tional handling by software. The timeout value is fixed and can not be reprogrammed, and the current
status of the PLL watchdog is not accessible from software.

PCI clock

The PCI clock is taken from the MEM_DQM][6] signal when the SDRAM is in half-width and PCI
mode is enabled.

The input signal PCI_M66EN should reflect the frequency of the input PCI clock. PCI_M66EN is
used to set a status bit in the PCI controller (see documentation of PCI controller Status and Com-
mand register in table 250) and does not have any other effect on operation of the device.
PCI_MO66EN should be HIGH if the PCI clock is a 66 MHz clock and LOW if the PCI clock fre-
quency is 33 MHz.

Note that the AC characteristics (input/output timing) of the PCI interface signals may prevent the
device from being used in a 66 MHz PCI system.

MIL-STD-1553B clock
The 20 MHz clock for the MIL-STD-1553B codec is taken from the dedicated pin GR1553 CLK.
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4.9 Clock gating unit
The design has a clock gating unit through which individual units can have their AHB clocks enabled/
disabled and resets driven. The peripherals connected to the clock gating unit are listed in the table
below.
Table 33. Devices with gatable clock
Device State after system reset
Ethernet MAC 0 The Ethernet MACs are gated off (disabled in the clock gating
Ethernet MAC 1 unit) after reset unless the Debug Support Unit is enabled via the
DSU_EN signal.
Ethernet MAC 1 is also disabled whenever mem_ifwidth is LOW
or PCI mode is enabled (PCIMODE_ENABLE = HIGH)
SpaceWire router The SpaceWire router is disabled after reset unless general purpose
1/O line 11 (GPIO[11]) is LOW.
PCI Target/Initiator and PCI DMA unit Enabled after reset if PCIMODE ENABLE=HIGH. Otherwise
disabled.
MIL-STD-1553B interface controller Disabled after reset
CAN 2.0 controller Disabled after reset
LEON4 Statistics unit Disabled after reset
UART 0 Enabled after reset
UART 1 Enabled after reset
SPI controller Disabled after reset
PROM/IO memory controller Enabled after reset
The LEON4 processor cores will automatically be clock gated when the processor enters power-down
or halt state. A processor’s floating-point unit (GRFPU) will be clock gated when the corresponding
processor has disabled FPU operations by setting the %psr.ef bit to zero, or when the processor has
entered power-down/halt mode. After reset, processors 1 to 3 will be in power-down mode. Processor
0 will start executing if the BREAK bootstrap signal is LOW. If the BREAK bootstrap signal is HIGH
then processor 0 will also enter power-down mode. If the device has debug mode enabled via the
DSU_EN signal (=HIGH) then the processors will enter debug mode instead of power-down mode.
For more information see chapter about the clock gating unit, section 25.
4.10 Debug AHB bus clocking
All members of the Debug AHB bus will be gated off when the DSU_EN signal is low.
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5.1

5.2

5.3

Technical notes

GRLIB AMBA plug&play scanning

The bus structure in this design requires some special consideration with regard to plug&play scan-
ning. The default behavior of GRLIB AMBA plug&play scanning routines is to start scanning at
address OxFFFFF000. If any AHB/AHB bridges, APB bridges or L2 cache controllers are detected
during the scan, the general scanning routine traverses the bridge and reads the plug&play informa-
tion from the bus behind the bridge. In this design, the default OXFFFFF000 address gives plug&play
information for the Processor AHB bus. This plug&play area contains information which allows soft-
ware to detect all devices on the Processor, Slave I/0, Master I/O and Memory AHB buses.

The plug&play information on the Processor bus does not contain any references to the plug&play
information on the Debug AHB bus, nor can the peripherals on the Debug AHB bus be accessed from
the Processor AHB bus as the buses are connected using a uni-directional bridge. In order to detect the
peripherals on the Debug AHB bus, the debug monitor used must be informed about the memory map
of the bus, or be instructed to start plug&play scanning at address 0XEFFFF000 from where all the
other plug&play areas in the system can be found.

Depending on the debug monitor used, the monitor may detect that it connects to a GR740 design and
start scanning on the Debug AHB bus (this applies to GRMON3). Otherwise the address
OxEFFFF000 should be specified to the monitor. In the case where the monitor detects that it is con-
nected to a GR740 design, it may be necessary to force the monitor to start scanning at the default
address OxFFFFF000 when connecting with a debug monitor through the Master 1/O bus, from which
the Debug AHB bus cannot be accessed (this is not required for GRMON3).

Processor register file initialisation and data scrubbing

Please refer to section 6.11.

PROM-less systems and SpaceWire RMAP

The system has support for PROM less operation where system software is uploaded by an external
entity. In order to allow system software to be uploaded via RMAP the bootstrap signal GPIO[11]
should be low in order to not clock gate off the SpaceWire router after system reset. The [OMMU will
be in pass-through after reset allowing an external entity to upload software, change the processor
reset start address, and wake the processors up via the multiprocessor interrupt controller’s register
interface. In order to prevent the processor from starting execution, the external BREAK signal
should be asserted (and the DSU needs to be disabled, see bootstrap signal descriptions in section
3.1). This will also prevent the timer unit’s watchdog timer from being started. Note that the PLL
watchdog described in section 4.6 will still be active and external units must either pet this watchdog
or have the WDOGN signal disconnected from reset circuitry to prevent reset of the device.

If the system has a boot PROM available it is recommended to have the SpaceWire router gated off
after reset by setting the bootstrap signal GPIO[11] high during system reset. If router functionality
needs to be immediately available, the designer should consider disabling RMAP or enable [OMMU
protection early in the software boot process so that external entities cannot interfere with system
operation. It takes 20 microseconds for the SpaceWire links to enter run state. Before that, incoming
RMAP traffic cannot enter the system. This leaves time (4000 cycles at 200 MHz system frequency)
for the processors to disable RMAP via a register write, or to set up rudimentary IOMMU protection.

Additional information and example software is available in [SPWBT].
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5.4 System integrity and debug communication links

The debug communication links have unrestricted access to all parts of the system. When the Debug
AHB bus is clock gated off via the external dsu_en signal, all debug communication links will be dis-
abled. However, the Ethernet Debug Communication Links (EDCLs) can still be enabled via the
Ethernet controllers’ register interfaces. Since the Debug AHB bus is gated off, the only path for
EDCL traffic into the system is through the IOMMU. Since EDCL traffic flows through the same
AHB master interface as normal Ethernet traffic the IOMMU may not provide adequate protection. To
ensure that EDCL traffic cannot be harmful, even if accidentally enabled, it is recommended to tie
GPIO[9:8] HIGH during system reset in order to force EDCL traffic onto the gated Debug AHB bus.

5.5  Separation and ASMP configurations

The system supports running different OS instances on each of the processor cores. The use of ASMP
configurations is eased by:

*  The multiprocessor interrupt controller that contains four internal interrupt controllers. This
means that each OS (up to four) can have direct access to its own interrupt controller. It is also
possible to run two SMP operating systems simultaneously.

e The availability of several general purpose timer units allows each OS to have a dedicated timer
unit.

*  All peripheral registers are mapped on 4 KiB address boundaries. This allows using the system’s
memory management units to provide separation between operating systems.

e The I/O memory management unit (IOMMU) can prevent DMA capable peripheral controllers
belonging to one OS from overwriting memory areas belonging to another OS.

*  The L2 cache supports replacement policies based on AHB master bus index. This means that the
L2 cache can be configured so that one processor cannot evict data allocated by accesses from
another processor.

The system does not provide full separation between operating systems. The main memory interface
and AMBA buses are shared. Since space separation is provided by processor memory management
units, it is possible for one operating system to disable the memory management unit and access mem-
ory areas assigned to another operating system.

There are also other shared resources that require all software instances that can access them to
behave properly:

*  The Ethernet MDIO bus is shared. Both Ethernet controllers can access the same MDIO bus and
it is possible to use one Ethernet controller's interface to reconfigure a transceiver connected to
the other Ethernet controller. It is also possible to generate MDIO interrupts that will, if
unmasked, assert a processor interrupt.

e The General Purpose IO port provides functionality that allows use by multiple processors using
logical-AND/OR/XOR registers to change the registers. All processors that use these registers
can access the full register interface of the GPIO port and can interfere with each other.

Overview of the start-up process of a separated ASMP system:
*  On power up, processor 0 starts executing.
*  Processor 0 boot code sets up memory controller and other critical shared resources.

*  Processor 0 sets up the IOMMU access protection vectors so that each peripheral DMA can only
access memory address space belonging to its chosen partition, and sets up the IRQ routing so
that peripheral IRQs will go to internal interrupt controller belonging to that partition.

*  Processor 0 now starts all the other cores by writing to the interrupt controller.

*  Each processor now runs supervisor code that sets up it's MMU page tables so that it can not
access peripherals and memory belonging to other partitions, and also so that it can only access
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it's own timer and interrupt controller, and also so the processor can not write to the page tables
themselves.

*  Code in each partition can now run separated.

Note that the supervisor code running on the processors have to be trusted/audited to not manipulate
the MMU setup in an illegal way (through stores to MMU configuration ASI 0x19) after it has been
setup.

The level-2 cache can be either shared between the partitions, or it can be partitioned to reduce timing
interference. This may be done by using the level-2 caches single master per way option. Another
more flexible option is using the MMU address translation inside each partition to map the virtual
address space to physical address ranges that can never end up in the same level-2 sets (only physical
addresses with the same address bits 18:5 can end up in the same L2 set, and the MMU translation
allows translation of bits 31:12).

5.6  Clock gating
Some peripherals are clock gated after reset (see section 4.9). Software drivers for LEON systems
generally assume that the peripheral clocks are enabled and the clock gating unit should be configured
by the bootloader or debug tool. The GRMON debugger has support for enabling all clocks when con-
necting to the device and clocks for specific peripherals can also be enabled via the command line
interface. Please see the GRMON user manual and operating system documentation for more infor-
mation.
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5.7

5.8

Software portability

5.7.1 Instruction set architecture

The LEON4 processor used in this design implements the SPARC V8 instruction set architecture.
This means that any compiler that produces valid SPARC V8 executables can be used. Full instruction
set compatibility is kept with LEON2FT and LEON3FT applications. The LEON4 processor imple-
ments the SPARC V9 compare and swap (CAS) instruction. This instruction is not available on
LEON2FT and is optional for LEON3FT implementations. Programs that utilize this instruction may
therefore not be backward compatible with legacy systems. See also information about the memory
map in section 5.7.4 below.

5.7.2  Peripherals

All peripherals in the design are IP cores from the GRLIB IP library. Standard GRLIB software driv-
ers can be used.

For software driver development, this document describes the capabilities offered by the GR740 sys-
tem. In order to write a generic driver for a GRLIB IP core, that can be used on all systems based on
GRLIB, please also refer to the generic IP core documentation. Note, however, that the generic docu-
mentation may describe functionality not present in this implementation and that this datasheet super-
sedes any IP core documentation.

5.7.3 Plug and play

Standard GRLIB AMBA plug&play layout is used (see sections 37 and 38). The same software rou-
tines used for typical LEON/GRLIB systems can be used.

5.74 Memory map

Many LEON2FT and LEON3FT systems use a memory map with ROM mapped at 0x0 and RAM
mapped at 0x40000000. This design has RAM mapped at 0x0 and ROM mapped at 0xC0000000.
This does in general not affect applications running on an operating system but it has implications for
software running on bare-metal. Please refer to operating system documentation to see if and how
special consideration can be taken for systems with RAM at 0x0 and ROM at 0xC0000000.

Differences in memory map may also mean that prebuilt system software images may not be portable
between systems, and need to be rebuilt, even if software makes use of plug’n’play to discover
peripheral register addresses.

Level-2 cache

The Level-2 (L2) cache controller is disabled after system reset. From a performance perspective it is
recommended that the L2 cache is enabled as early in the boot process as possible. The L2 cache con-
tents must be invalidated when the cache is enabled, see section 9 for details.
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5.9 Time synchronisation

5.9.1 Overview

The system includes hardware functionality for time synchronization where the system can be config-
ured to save the current time value on certain events. The system also supports toggling GPIO lines on
timer ticks and when the current time value is latched. The event triggering the time latch and GP1IO
toggle responses is fully handled in hardware without requiring involvement from software, except
for the need for initial configuration of the peripherals. This section provides an overview of the avail-
able resources, please refer to the documentation of the peripherals for further details.

The following events can trigger time latching:

*  Assertion of any of the interrupt lines, includes CAN controller RX and TX events and also
events signaled via GPIO inputs since the GPIO ports can be configured to generate interrupts.

*  SpaceWire Time-Code reception (signaled via router tick outputs 0 - 3, via SpaceWire router
AMBA port interrupts and via TDP controller)

*  MIL-STD-1553B reception of synchronize mode command (when operating as RT).

The following events can trigger a synchronization message or action:

*  GPIO lines can be toggled on GPTIMERO timer ticks and all events that trigger time latching
*  The TDP controller can initiate transmission of SpaceWire Time-Codes

*+  MIL-STD-1553B message transmission can be triggered by the timer 3 tick on GPTIMERO
(when operating as BC)

5.9.2 Available timers

The following timers are available in the system:

*  Processor up-counter - The up-counters accessible via internal registers %ASR22 and %ASR23,
in the processors provide a 56-bit value (see section 6.10.4). All four processors share the same
counter. The low part of this counter is also used for interrupt time stamping and the system’s
trace buffers.

*  General purpose timer units - Five general purpose timers units (GPTIMERO - 4) provides 21 32-
bit timers. GPTIMERO has five timers where the last timer is used as the system watchdog and
GPTIMERI1-4 each has four 32-bit timers. All timers units are capable of latching or setting the
time based on events on the interrupt bus or on separate inputs (called external events).

*  The TDP controller provides basic time keeping functions such as Elapsed Time counter accord-
ing to the CCSDS Unsegmented Code specification. It provides support for setting and sampling
the Elapsed Time counter. The Elapsed Time counter can be incremented either using an internal
frequency synthesizer or by using the external ET increment signal (mapped to GPIO[1]). The
TDP controller also implements the Time Distribution Protocol (TDP). The aim of TDP is to dis-
tribute and synchronize time across a SpaceWire network. The TDP controller also provides
external datation services, there are four external datation services implemented which can latch
the elapsed time counter when a specified event occurs. All external datation services share the
same event inputs. The event on which time stamp must occur is configurable individually (using
mask registers) for all the external datation services
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5.9.3 Generation of synchronization messages and events

The systems first general purpose I/O port supports toggling external signals GPIO(15:0) based on
on-chip events. The PULSE register controlling this functionality is described in section 22.3.11The
table below gives an overview of the connections:

Table 34. Events that can invert GPIO output

GPIO lines number Event

GPTIMERO tick 0
GPTIMERO tick 1
GPTIMERO tick 2
GPTIMERO tick 3
GPTIMERO tick 4
TDP controller CTICK

If enabled in the PULSE register and the TDP controller is acting
as initiator, the GPIO is inverted when SpaceWire Time-Code is
transmitted.

If enabled in the PULSE register and the TDP controller is acting
as target, the GPIO will be inverted when a diagnostic SpaceWire
Time-Code is generated.

6 TDP controller JTICK

nN| | WIN|—|O

If enabled in the pulse register and the TDP controller is acting as
target, the incoming SpaceWire Time-Code inverts the GPIO line.
This output can be used to visualize the jitter in the incoming
SpaceWire Time-Codes.

7 TDP controller external datation pulse 0

8 TDP controller external datation pulse 1

9 TDP controller external datation pulse 2

10 TDP controller external datation pulse 3
11 GPTIMERO latch disable
12 GPTIMERI latch disable
13 GPTIMER? latch disable
14 GPTIMERS latch disable
15 GPTIMERA4 latch disable

Note that the connection of the GPTIMER latch disable events and TDP controller datation pulses
allow the system to be configured so that any interrupt in the device can invert the value of the corre-
sponding GPIO lines. In this case the TDP controller and timer unit act as filters since they have mask
registers to select which interrupts, or other event sources, that should cause time to be latched.

5.10 Bridges, posted-writes and ERROR response propagation

The GR740 system consists of several AHB buses connected via bridges. The bridges in the system
make use of posted writes. Write operations on the slave side of a bridge will complete and then the
write operation on the master side of the bridge will be started. In case the write operation then
receives an AMBA ERROR response, this will not be propagated back to the first master since that
write operation has already completed. This means that peripherals capable of DMA and the proces-
sors may perform write accesses to unmapped areas, memory with uncorrectable errors and write-pro-
tected regions without seeing the AMBA ERROR response, which would otherwise cause a processor
to trap or a peripheral to stop processing and assert an interrupt. Instead, write errors need to be moni-
tored using the system’s status registers.

Please note that status register monitoring is an important part of handling EDAC errors in external
memory. See [GR-AN-0004] for further information.
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6 LEON4 - Fault-tolerant High-performance SPARC V8 32-bit Processor

6.1 Overview

LEON4 is a 32-bit processor core conforming to the IEEE-1754 (SPARC V8) architecture [SPARC]
with a subset of the V8E extensions [V8E]. It is designed for embedded applications, combining high
performance with low complexity and low power consumption.

The LEON4 core has the following main features: 7-stage pipeline with Harvard architecture, sepa-
rate instruction and data caches, hardware multiplier and divider, on-chip debug support and multi-
processor extensions.

The LEON4 processors in this device have fault-tolerance against SEU errors. The fault-tolerance is
focused on the protection of on-chip RAM blocks, which are used to implement [U/FPU register files
and the L1 cache memory.

4-Port Register File

|IEEE-754 FPU Trace Buffer
7_Sta.ge . Debug port |¢——— Debug support unit
Integer pipeline
HW MUL/DIV Interrupt port [¢——— Interrupt controller
b
|I-Cache D-Cache
ITLB SRMMU DTLB
AHB I/F

!

AMBA AHB Master (128-bit)

Figure 3. LEON4 processor core block diagram

6.1.1 Integer unit

The LEON4 integer unit is implemented according to the SPARC V8 manual [SPARC], including
hardware multiply and divide instructions. The number of register windows is eight. The pipeline
consists of 7 stages with a separate instruction and data cache interface.

6.1.2 Cache sub-system

LEON4 has a cache system consisting of a separate instruction and data cache. Both caches have
four ways, four KiB/way, and 32 bytes per line. The instruction cache maintains one valid bit per
cache line and uses streaming during line-refill to minimize refill latency. The data cache has one
valid bit per cache line, uses write-through policy and implements a double-word write-buffer. Bus-
snooping on the AHB bus maintains cache coherency for the data cache.

6.1.3 Floating-point unit and co-processor

The LEON4 integer unit provides interfaces for the high-performance GRFPU floating-point
unit. " The floating-point processor executes in parallel with the integer unit, and does not block the
operation unless a data or resource dependency exists. The floating-point controller and floating-point
unit are further describes in sections 7 and 8.
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6.1.4 Memory management unit

Each processor core contains a SPARC V8 Reference Memory Management Unit (SRMMU). The
SRMMU implements the full SPARC V8 MMU specification, and provides mapping between multi-
ple 32-bit virtual address spaces and physical memory. A three-level hardware table-walk is imple-
mented, and the MMU has 16 instruction and 16 data fully associative TLB entries.

6.1.5 On-chip debug support

The LEON4 pipeline includes functionality to allow non-intrusive debugging on target hardware. To
aid software debugging, up to four watchpoint registers can be enabled. Each register can cause a
breakpoint trap on an arbitrary instruction or data address range. When the (optional) debug support
unit is attached, the watchpoints can be used to enter debug mode. Through a debug support interface,
full access to all processor registers and caches is provided. The debug interfaces also allows single
stepping, instruction tracing and hardware breakpoint/watchpoint control. An internal trace buffer can
monitor and store executed instructions, which can later be read out via the debug interface.

6.1.6 Interrupt interface

LEON4 supports the SPARC V8 interrupt model with a total of 15 asynchronous interrupts. The inter-
rupt interface provides functionality to both generate and acknowledge interrupts.

6.1.7 AMBA interface

The cache system implements an AMBA AHB master to load and store data to/from the caches. The
interface is compliant with the AMBA-2.0 standard. During line refill, incremental burst are gener-
ated to optimise the data transfer. The AMBA interface makes use of the full width of the 128-bit bus
on cache line fills. The processor also has a snoop AHB slave input port which is used to monitor the
accesses made by other masters on the processor AHB bus.

6.1.8 Power-down mode

The LEON4 processor core implements a power-down mode, which halts the pipeline and caches
until the next interrupt. The processor supports clock gating during the power down period by provid-
ing a clock-enable signal to the system’s clock gating unit. A small part of the processor is always
clocked, to check for wake-up conditions and maintain cache coherency.

6.1.9 Multi-processor support

LEON4 is designed to be used in multi-processor systems. Each processor has a unique index to allow
processor enumeration. The write-through caches and snooping mechanism guarantees memory
coherency in shared-memory systems.
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6.2 LEON4 integer unit

6.2.1 Overview

The LEON4 integer unit implements the integer part of the SPARC V8 instruction set. The implemen-
tation is focused on high performance and low complexity. The LEON4 integer unit has the following
main features:

*  7-stage instruction pipeline

*  Separate instruction and data cache interface

*  Support for eight register windows

*  Hardware multiplier and Radix-2 divider (non-restoring)
*  Static branch prediction

*  Single-vector trapping for reduced code size
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Figure 4. LEON4 integer unit datapath diagram
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6.2.2 Instruction pipeline

The LEON4 integer unit uses a single instruction issue pipeline with 7 stages:

1. FE (Instruction Fetch): If the instruction cache is enabled, the instruction is fetched from the instruction cache.
Otherwise, the fetch is forwarded to the memory controller. The instruction is valid at the end of this stage and is
latched inside the IU.

2. DE (Decode): The instruction is decoded and the CALL/Branch target addresses are generated.

3. RA (Register access): Operands are read from the register file or from internal data bypasses.

4. EX (Execute): ALU, logical, and shift operations are performed. For memory operations (e.g., LD) and for JMPL/
RETT, the address is generated.

5. ME (Memory): Data cache is accessed. Store data read out in the execution stage is written to the data cache at this
time.

6. XC (Exception) Traps and interrupts are resolved. For cache reads, the data is aligned.

7. WR (Write): The result of ALU and cache operations are written back to the register file.

Table 35 lists the cycles per instruction (assuming cache hit and no icc or load interlock):

Table 35. Instruction timing

Instruction Cycles (MMU disabled)
JMPL, RETT 3
SMUL/UMUL 1*
SDIV/UDIV 35
Taken Trap 5
Atomic load/store 5
All other instructions 1

* Multiplication cycle count is 1 clock (1 clock issue rate, 2 clock data latency), for the 32x32 multiplie

Additional conditions that can extend an instructions duration in the pipeline are listed in the table and
text below.

Branch interlock: When a conditional branch or trap is performed 1-2 cycles after an instruction
which modifies the condition codes, 1-2 cycles of delay is added to allow the condition to be com-
puted. If static branch prediction is enabled, this extra delay is incurred only if the branch is not taken.

Load delay: When using data shortly after the load instruction, the second instruction will be delayed
to satisfy the pipeline’s load delay.

Mul latency: For pipelined multiplier implementations there is 1 cycle extra data latency, accessing
the result immediately after a MUL will then add one cycle pipeline delay.

Hold cycles: During cache miss processing or when blocking on the store buffer, the pipeline will be
held still until the data is ready, effectively extending the execution time of the instruction causing the
miss by the corresponding number of cycles. Note that since the whole pipeline is held still, hold
cycles will not mask load delay or interlock delays. For instance on a load cache miss followed by a
data-dependent instruction, both hold cycles and load delay will be incurred.

FPU: The floating-point unit or coprocessor may need to hold the pipeline or extend a specific

instruction.
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Certain specific events that cause these types of locks and their timing are listed in table 36 below.

Table 36. Event timing

Event Cycles
Instruction cache miss processing, MMU disabled 3 + mem latency
Instruction cache miss processing, MMU enabled 5 + mem latency
Data cache miss processing, MMU disabled (read), L2 hit 3 + mem latency
Data cache miss processing, MMU disabled (write), write-buffer empty 0

Data cache miss processing, MMU enabled (read) 5 + mem latency
Data cache miss processing, MMU enabled (write), write-buffer empty 0

MMU page table walk 10 + 3 * mem latency
Branch prediction miss, branch follows ICC setting 2
Branch prediction miss, one instruction between branch and ICC setting 1
Pipeline restart due to register file or cache error correction 7

6.2.3 SPARC Implementor’s ID

Frontgrade Gaisler is assigned number 15 (0xF) as SPARC implementor’s identification. This value is
hard-coded into bits 31:28 in the %psr register. The version number for LEON4 is 3 (same as for
LEON3 to provide software compatibility), which is hard-coded in to bits 27:24 of the %psr.

6.2.4 Divide instructions

Full support for SPARC V8 divide instructions is provided (SDIV, UDIV, SDIVCC & UDIVCC). The
divide instructions perform a 64-by-32 bit divide and produce a 32-bit result. Rounding and overflow
detection is performed as defined in the SPARC V8 manual.

6.2.5 Multiply instructions

The LEON processor supports the SPARC integer multiply instructions UMUL, SMUL UMULCC
and SMULCC. These instructions perform a 32x32-bit integer multiply, producing a 64-bit result.
SMUL and SMULCC performs signed multiply while UMUL and UMULCC performs unsigned
multiply. UMULCC and SMULCC also set the condition codes to reflect the result. The multiply
instructions are performed using a 32x32 pipelined hardware multiplier.

6.2.6 Multiply and accumulate instructions

This implementation does not support multiply-and-accumulate (UMAC; SMAC) instructions.

6.2.7 Compare and Swap instruction (CASA)

LEON4 implements the SPARC V9 Compare and Swap Alternative (CASA) instruction. The CASA
operates as described in the SPARC V9 manual. The instruction is privileged, except when setting
ASI = 0xA (user data).
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6.2.8 Branch prediction

Static branch prediction can be optionally be enabled, and reduces the penalty for branches preceded
by an instruction that modifies the integer condition codes. The predictor uses a branch-always strat-
egy, and starts fetching instruction from the branch address. On a prediction hit, 1 or 2 clock cycles
are saved, and there is no extra penalty incurred for misprediction as long as the branch target can be
fetched from cache.

6.2.9 Register file data protection

The integer and FPU register files are protected against soft errors. Data errors will then be transpar-
ently corrected without impact at application level. Correction is done for the read data value. The
error remains in the register file and will be corrected on the next write to the register file position.

6.2.10 Hardware breakpoints

The integer unit can supports four hardware breakpoints. Each breakpoint consists of a pair of ancil-
lary state registers (see section 6.10.5). Any binary aligned address range can be watched for instruc-
tion or data access, and on a breakpoint hit, trap 0x0B is generated.

6.2.11 Instruction trace buffer

The instruction trace buffer consists of a circular buffer that stores executed instructions. This is
enabled and accessed only through the processor’s debug port via the Debug Support Unit. When
enabled, the following information is stored in real time, without affecting performance:

*  Instruction address and opcode
*  Instruction result

*  Load/store data and address

*  Trap information

e 30-bit time tag

The operation and control of the trace buffer is further described in section 33.4. Note that each pro-
cessor has its own trace buffer allowing simultaneous tracing of all instruction streams.

The time tag value in the trace buffer has the same time source as the up-counter described in section
6.10.4.

6.2.12 Processor configuration register

The ancillary state register 17 (%asr17) provides information on implementation-specific characteris-
tics for the processor. This can be used to enhance the performance of software. See section 6.10.5 for
layout.

6.2.13 Exceptions

LEON4 adheres to the general SPARC trap model. The table below shows the implemented traps and
their individual priority. When PSR (processor status register) bit ET=0, an exception trap causes the
processor to halt execution and enter error mode. When processor 0 enters error mode, the external
PROC_ERRORN signal will be asserted.
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Table 37. Trap allocation and priority

Trap TT Pri | Description Class

reset 0x00 1 Power-on reset Interrupting
data_store error 0x2b 2 write buffer error during data store Interrupting
instruction_access_exception | 0x01 3 Error or MMU page fault during instruction fetch | Precise
privileged instruction 0x03 4 Execution of privileged instruction in user mode Precise
illegal instruction 0x02 5 UNIMP or other un-implemented instruction Precise
fp_disabled 0x04 6 | FP instruction while FPU disabled Precise
cp_disabled 0x24 6 CP instruction while Co-processor disabled Precise
watchpoint_detected 0x0B 7 Hardware breakpoint match Precise
window_overflow 0x05 8 SAVE into invalid window Precise
window_underflow 0x06 8 RESTORE into invalid window Precise
mem_address_not_aligned 0x07 10 | Memory access to un-aligned address Precise
fp_exception 0x08 11 | FPU exception Deferred
cp_exception 0x28 11 | Co-processor exception Deferred
data_access_exception 0x09 13 | Access error during data load, MMU page fault Precise
tag_overflow 0x0A 14 | Tagged arithmetic overflow Precise
division_by_zero 0x2A 15 | Divide by zero Precise
trap_instruction 0x80 - OxFF | 16 | Software trap instruction (TA) Precise
interrupt_level 15 0x1F 17 | Asynchronous interrupt 15 Interrupting
interrupt_level 14 Ox1E 18 | Asynchronous interrupt 14 Interrupting
interrupt_level 13 0x1D 19 | Asynchronous interrupt 13 Interrupting
interrupt_level 12 0x1C 20 | Asynchronous interrupt 12 Interrupting
interrupt_level 11 0x1B 21 | Asynchronous interrupt 11 Interrupting
interrupt_level 10 Ox1A 22 | Asynchronous interrupt 10 Interrupting
interrupt_level 9 0x19 23 | Asynchronous interrupt 9 Interrupting
interrupt_level 8 0x18 24 | Asynchronous interrupt 8 Interrupting
interrupt_level 7 0x17 25 | Asynchronous interrupt 7 Interrupting
interrupt_level 6 0x16 26 | Asynchronous interrupt 6 Interrupting
interrupt_level 5 0x15 27 | Asynchronous interrupt 5 Interrupting
interrupt_level 4 0x14 28 | Asynchronous interrupt 4 Interrupting
interrupt_level 3 0x13 29 | Asynchronous interrupt 3 Interrupting
interrupt_level 2 0x12 30 | Asynchronous interrupt 2 Interrupting
interrupt_level 1 0x11 31 | Asynchronous interrupt 1 Interrupting

The prioritization follows the SPARC V8 standard.

The fp_exception trap is deferred. The data_store error is delivered as a deferred exception but is
non-resumable and therefore classed as interrupting in above table.

For data_store_error, see also the AMBA ERROR propagation description in section 5.10.

6.2.14 Single vector trapping (SVT)

Single-vector trapping (SVT) is an SPARC V8e [V8E] option to reduce code size for embedded appli-
cations. When enabled, any taken trap will always jump to the reset trap handler (%tbr.tba + 0). The
trap type will be indicated in %tbr.tt, and must be decoded by the shared trap handler. SVT is enabled
by setting bit 13 in %asr17.

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 58 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

6.2.15 Address space identifiers (ASI)

In addition to the address, a SPARC processor also generates an 8-bit address space identifier (ASI),
providing up to 256 separate, 32-bit address spaces. During normal operation, the LEON4 processor
accesses instructions and data using ASI 0x8 - 0xB as defined in the SPARC standard. Using the
LDA/STA instructions, alternative address spaces can be accessed. The different available ASIs are
described in section 6.9.

6.2.16 Partial WRPSR

Partial write %PSR (WRPSR) is a SPARC V8e option that allows WRPSR instructions to only affect
the %PSR.ET field. If the WRPSR instruction’s rd field is non-zero, then the WRPSR write will only
update ET.

6.2.17 Power-down

The processor has a power-down feature to minimize power consumption during idle periods. The
power-down mode is entered by performing a WRASR instruction to %asr19:

o

wr %g0, %asrl9

During power-down, the pipeline is halted until the next interrupt occurs. Signals inside the processor
pipeline and caches are then static, reducing power consumption from dynamic switching. The default
setting of the clock-gating unit is to also disable the processor and FPU clock when the processor
enters this idle mode

Note: %asr19 must always be written with the data value zero to ensure compatiblity with future
extensions.

Note: This instruction must be performed in supervisor mode with interrupts enabled.

When resuming from power-down, the pipeline will be re-filled from the point of power-down and the
first instruction following the WRASR instruction will be executed prior to taking the interrupt trap.
Up to six instructions after the WRASR instruction will be fetched (possibly with cache miss if they
are not in cache) prior to fetching the trap handler.

6.2.18 Processor reset operation

The following table indicates the reset values of the registers which are affected by system reset. See
also reset values specified for other registers, such as the cache control register in sections 6.9 and
6.10. All other registers maintain their value or are undefined.

Table 38. Processor reset values

Register Reset value

Trap Base Register Trap Base Address field reset to 0xC0000000
PC (program counter) 0xC0000000

nPC (next program counter) 0xC0000004

PSR (processor status register) ET=0, S=1

By default, the execution will start from address 0xC0000000. This can be overridden by configuring
the Processor boot address registers.

6.2.19 Multi-processor systems

The LEON4 processor supports symmetric multi-processing (SMP) and asymmetric multi-processing
(ASMP) configurations. The ID of the processor on which the code is executing can be read out by
reading the index field of the LEON4 configuration register.
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After system reset, only the first processor will start (note that this depends on the value of the exter-
nal signal BREAK. If BREAK is high after system reset. The first processor will either be halted or go
into debug mode, depending on the value of external signal DSU_EN. All other processors will
remain halted in power-down mode.

After the system has been initialized, the remaining processors can be started by writing to the MP
status register, located in the multi-processor interrupt controller. The halted processors start execut-
ing from the reset address.

6.3  Cache system

6.3.1 Overview

The LEON4 processor pipeline implements a Harvard architecture with separate instruction and data
buses, connected to two separate cache controllers. As long as the execution does not cause a cache
miss, the cache controllers can serve one beat of an instruction fetch and one data load/store per cycle,
keeping the pipeline running at full speed.

On cache miss, the cache controller will assert a hold signal freezing the IU pipeline, and after deliv-
ering the data the hold signal is again lifted so execution continues. For accessing the bus, the cache
controllers share the same AHB connection to the on-chip bus. Certain parts of the MMU (table walk
logic) are also shared between the two caches.

Another important component included in the data cache is the write buffer, allowing stores to pro-
ceed in parallel to executing instructions.

Cachability (memory areas that are cachable) for both caches is described in section 6.7.2.

6.3.2 Cache operation

Each cache controller has two main memory blocks, the tag memory and the data memory. At each
address in the tag memory, a number of cache entries, ways, are stored for a certain set of possible
memory addresses. The data memory stores the data for the corresponding ways.

For each way, the tag memory contains the following information:

*  Valid bits saying if the entry contains valid data or is free. Both caches have a single valid bit for
each cache line.

*  The tag, all bits of the cached memory address that are not implied by the set
* IfMMU is enabled, the context ID of the cache entry
*  Check bits for detecting errors

When a read from cache is performed, the tags and data for all cache ways of the corresponding set
are read out in parallel, the tags and valid bits are compared to the desired address and the matching
way is selected. In the hit case, this is all done in the same cycle to support the full execution rate of
the processor.

In the miss case, the cache will at first deliver incorrect data. However on the following cycle, a hold
signal will be asserted to prevent the processor from proceeding with that data. After the miss has
been processed, the correct data is injected into the pipeline using a memory data strobe (mds) signal,
and afterwards the hold signal can be released. If the missed address is cacheable, then the data read in
from the cache miss will be stored into the cache, possibly replacing one of the existing ways.

In the instruction streaming case, the processor pipeline is stepped one step for every received instruc-
tion. If the processor needs extra pipeline cycles to stretch a multi-cycle instruction or due to an inter-
lock condition (see section 6.2), or if the processor jumps/branches away, then the instruction cache
will hold the pipe, fetch the remainder of the cache line, and the pipeline will then proceed normally.

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 60 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

6.3.3 Address mapping

The addresses seen by the CPU are divided into tag, index and offset bits. The index is used to select
the set in the cache, therefore only a limited number of cache lines with the same index part can be
stored at one time in the cache. The tag is stored in the cache and compared upon read.

4 KiB way, 32 bytes/line

31 12 11 5 4 0
Tag Index Offset

Figure 5. Cache address mapping

6.3.4 Data cache policy

The data cache employs a write-through policy, meaning that every store made on the CPU will prop-
agate, via the write buffer, to the bus and there are no “dirty” lines in the cache that has not yet been
written out apart from what is in the buffer. The store will also update the cache if the address is pres-
ent, however a new line will not be allocated in that case.

Table 39. LEON4 Data caching behavior

Operation In cache Cacheable Bus action Cache action Load data
Data load No No Read No change Bus
No Yes Read Line allocated/replaced Bus
Yes - None No change Cache
Data load with | No No Read No change Bus
fo.rced cache No Yes Read Line allocated/replaced Bus
miss (ASI 1)
Yes - Read Data updated Bus
Data load with | - - Read No change Bus
MMU bypass (phys addr)
(AST 0x1C)
Data store No No Write No change (N/A)
(via buffer)
No Yes Write No change (N/A)
(via buffer)
Yes - Write Data updated (N/A)
(via bufter)
Data store with | - - Write Data updated. A store with ASI 0x1C is | (N/A)
MMU bypass (via buffer, handled as a regular store instruction
(ASI 0x1C) phys addr) with the same address and data. This
may lead to unexpected data cache
updates, in particular when the MMU is
enabled and used for address translation.
It is recommended that applications
avoid using stores with ASI 0x1C and
reimplement such code using ordinary
store instructions instead.
Alternatively, a data cache flush can be
used to get a consistent cache state after
STA ASI=0x1C instructions have been
performed.
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6.3.5 Write buffer

The data cache contains a write buffer able to hold a single 8,16,32, or 64-bit write. For half-word or
byte stores, the stored data replicated into proper byte alignment for writing to a word-addressed
device. The write is processed in the background so the system can keep executing while the write is
being processed. However, any following instruction that requires bus access will block until the write
buffer has been emptied. Loads served from cache will however not block, due to the cache policy
used there can not be a mismatch between cache data and store buffer (the effect of this behavior on
SMP systems is discussed in section 6.7).

Since the processor executes in parallel with the write buffer, a write error will not cause an exception
to the store instruction. Depending on memory and cache activity, the write cycle may not occur until
several clock cycles after the store instructions has completed. If a write error occurs, the currently
executing instruction will take trap 0x2b. This trap can be disabled using the DWT configuration (see
section 6.10.3). See also the AMBA ERROR propagation description in section 5.10.

Note: a 0x2b trap handler should flush the data cache, since a write hit would update the cache while
the memory would keep the old value due the write error

6.3.6 Operating with MMU

When MMU is enabled, the virtual addresses seen by the running code no longer correspond directly
to the physical addresses on the AHB bus. The cache uses tags based on the virtual addresses, as this
avoids having to do any additional work to translate the address in the most timing-critical hit case.
However, any time a bus access needs to be made, a translation request has to be sent to the MMU to
convert the virtual address to a physical address. For the write buffer, this work is included in the
background processing of the store. The translation request to the MMU may result in memory
accesses from the MMU to perform table walk, depending on the state of the MMU.

The MMU context ID is included in the cache tags in order to allow switching between multiple
MMU contexts mapping the same virtual address to different physical addresses. Note that the cache
does not detect aliases to the same physical address so in that case the same physical address may be
cached in multiple ways (also see snooping below).

Note: The processor requires cachable areas to support wide (128-bit) bus accesses. The MMU must
not be used to mark uncacheable areas (such as AMBA plug&play and PCI memory space) as cache-
able since this will violate the requirements in section 6.7.3.

6.3.7 Snooping

The data cache supports AHB bus snooping. The AHB bus the processor is connected to, is monitored
for writes from other masters to an address which is in the cache. If a write is done to a cached
address, that cache line is marked invalid and the processor will be forced to fetch the (new) data from
memory the next time it is read.

For using snooping together with the MMU, an extra tag memory storing physical tags is used to
allow comparing with the physical address on the AHB bus.

The processor can snoop on itself and invalidate any other cache lines aliased to the same physical
address in case there are multiple virtual mappings to the same physical address that is being written.
However, note that this does not happen until the write occurs on the bus so the other virtual aliases
will return the old data in the meantime.

6.3.8 Enabling and disabling cache

Both I and D caches are disabled after reset. They are enabled by writing to the cache control register
(see 6.10.6). Before enabling the caches after a reset they must be flushed to ensure that all tags are
marked invalid.
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6.3.9 Cache freeze

Each cache can be in one of three modes: disabled, enabled and frozen. If disabled, no cache operation
is performed and load and store requests are passed directly to the memory controller. If enabled, the
cache operates as described above. In the frozen state, the cache is accessed and kept in sync with the
main memory as if it was enabled, but no new lines are allocated on read misses.

If the DF or IF bit is set, the corresponding cache will be frozen when an asynchronous interrupt is
taken. This can be beneficial in real-time system to allow a more accurate calculation of worst-case
execution time for a code segment. The execution of the interrupt handler will not evict any cache
lines and when control is returned to the interrupted task, the cache state is identical to what it was
before the interrupt. If a cache has been frozen by an interrupt, it can only be enabled again by
enabling it in the CCR. This is typically done at the end of the interrupt handler before control is
returned to the interrupted task.

6.3.10 Flushing
Both instruction and data cache are flushed either by executing the FLUSH instruction, setting the FI/
FD bits in the cache control register, or by writing to certain ASI address spaces.

Cache flushing takes one clock cycle per cache set, during which the IU will not be halted, but during
which the caches are disabled. When the flush operation is completed, the cache will resume the state
(disabled, enabled or frozen) indicated in the cache control register. Diagnostic access to the cache is
not possible during a flush operation and will cause a data exception (trap=0x09) if attempted.

Note that while the SPARC V8 specifies only that the instructions pointed to by the FLUSH argument
will be flushed, the LEON4 will additionally flush the entire I and D cache (which is permitted by the
standard as the additional flushing only affects performance and not operation). While the LEON4
currently ignores the address argument, it is recommended for future compatibility to only use the
basic flush %g0 form if you want the full flush behavior.

6.3.11 Locking
Cache line locking is not supported by LEON4.

6.3.12 Diagnostic access

The cache tag and data contents can be directly accessed for diagnostics and for locking purposes via
various ASI:s, see section 6.9.5.

6.3.13 Local scratch pad RAM
Local scratch pad RAM is not supported by LEON4.

6.3.14 Fault tolerance support

The cache memories (tags and data) are protected against soft errors using byte-parity codes. On a
detected parity error, the corresponding cache (I or D) will be flushed and the data will be refetched
from external memory. This is done transparently to software execution.

6.4  Memory management unit
6.4.1 Overview
The memory-management unit is compatible with the SPARC V8 reference MMU (SRMMU) archi-
tecture described in the SPARC V8 manual, appendix H.
The MMU provides address translation of both instructions and data via page tables stored in mem-
ory.When needed, the MMU will automatically access the page tables to calculate the correct physical
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6.5

address. The latest translations are stored in a special cache called the translation lookaside buffer
(TLB), also referred to as Page Descriptor Cache (PDC) in the SRMMU specification. The MMU also
provides access control, making it possible to “sandbox” unpriviledged code from accessing the rest
of the system.

6.4.2 MMU/Cache operation

When the MMU is disabled, the MMU is bypassed and the caches operate with physical address map-
ping. When the MMU is enabled, the caches tags store the virtual address and also include an 8-bit
context field. Both the tag address and context field must match to generate a cache hit. If cache
snooping is used, physical tags must be enabled for it to work when address translation is used, see
section 6.3.7.

Because the cache is virtually tagged, no extra clock cycles are needed in case of a cache load or
instruction cache hit. In case of miss or write buffer processing, a translation is required which might
add extra latency to the processing time, depending on if there is a TLB miss. TLB lookup is done at
the same time as tag lookup and therefore add no extra clock cycles.

If there is a TLB miss the page table must be traversed, resulting in up to four AMBA read accesses
and one possible writeback operation. See the SRMMU specification for the exact format of the page
table.

An MMU page fault will generate trap 0x09 for the D-cache and trap 0x01 for the I cache, and update
the MMU status registers according to table 40 and the SRMMU specification. In case of multiple
errors, they fault type values are prioritized as the SRMMU specification requires. The cache and
memory will not be modified on an MMU page fault.

Table 40. LEON4 MMU Fault Status Register, fault type values

Fault type | SPARC V8 ref Priority | Condition
6 Internal error 1 Never issued by LEON SRMMU
4 Translation error 2 AHB error response while performing table walk. Transla-

tions errors as defined in SPARC V8 manual. A translation
error caused by an AMBA ERROR response will over-
write all other errors. Other translation errors do no over-
write existing translation errors when FAV = 1.

1 Invalid address error 3 Page table entry for address was marked invalid

3 Privilege violation 4 Access denied based on page table and su status (see
error SRMMU spec for how privilege and protection error are

2 Protection error 5 prioritized)

0 None - No error (inside trap this means the trap occurred when

fetching the actual data)

6.4.3 Translation look-aside buffer (TLB)

The MMU has separate TLBs for instructions and data. The number of TLB entries (for each imple-
mented TLB) is 16. The organisation of the TLB and number of entries is not visible to the software
and does thus not require any modification to the operating system. The TLB can be flushed using an
STA instruction to ASI 0x18, see section 6.9.6.

Floating-point unit

The high-performance GRFPU operates on single- and double-precision operands, and implements all
SPARC V8 FPU operations including square root and division. The FPU is interfaced to the LEON4
pipeline using a LEON4-specific FPU controller (GRFPC) that allows FPU instructions to be exe-
cuted simultaneously with integer instructions. Only in case of a data or resource dependency is the
integer pipeline held. The GRFPU is fully pipelined and allows the start of one instruction each clock
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cycle, with the exception of FDIV and FSQRT which can only be executed one at a time. The FDIV
and FSQRT are however executed in a separate divide unit and do not block the FPU from performing
all other operations in parallel.

All instructions except FDIV and FSQRT has a latency of three cycles, but to improve timing, the
LEON4 FPU controller inserts an extra pipeline stage in the result forwarding path. This results in a
latency of four clock cycles at instruction level. The table below shows the GRFPU instruction timing
when used together with GRFPC:

Table 41. GRFPU instruction timing with GRFPC

Instruction Throughput | Latency
FADDS, FADDD, FSUBS, FSUBD,FMULS, FMULD, FSMULD, FITOS, FITOD,

FSTOI, FDTOL, FSTOD, FDTOS, FCMPS, FCMPD, FCMPES. FCMPED 1 4
FDIVS 14 16
FDIVD 15 17
FSQRTS 22 24
FSQRTD 23 25

The GRFPC controller implements the SPARC deferred trap model, and the FPU trap queue (FQ) can
contain up to 7 queued instructions when an FPU exception is taken. The version field in %fsr has the
value of 2 to signal that the processor is implemented with the GRFPU.

The GRFPU does not handle denormalized numbers as inputs and will in that case cause an fp_excep-
tion with the FPU trap type set to unfinised FPOP (tt=2). There is a non-standard mode in the FPU
that will instead replace the denormalized inputs with zero and thus never create this condition.

6.6 Co-processor interface
The coprocessor interface is unused and disabled in this device.
6.7  AMBA interface
6.7.1 Overview
The LEON4 processor has one AHB master interface. The types of AMBA accesses supported and
performed by the processor depend on the accessed memory area’s cachability, if the corresponding
cache is enabled, and if the accessed memory area has been marked as being on the wide bus.
Cacheable instructions are fetched with a burst of two 128-bit accesses.
The HPROT signals of the AHB bus are driven to indicate if the accesses is instruction or data, and if
it is a user or supervisor access.
Table 42. HPROT values
Type of access | User/Super HPROT
Instruction User 1100
Instruction Super 1110
Data User 1101
Data Super 1111
MMU Any 1101
In case of atomic accesses, a locked access will be made on the AMBA bus to guarantee atomicity as
seen from other masters on the bus.
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6.7.2  Cachability

The processor treats the memory areas 0x00000000 - 0x7FFFFFFF and 0xC0000000 - OxCFFFFFFF
as cacheable. The test of the physical address space is treated as uncached.

6.7.3 AMBA access size

Cacheable data is fetched in a burst 128-bit accesses Data access to uncacheable areas may only be
done with 8-, 16- and 32-bit accesses, i.e. the LDD and STD instructions may not be used. If an area is
marked as cacheable then the data cache will automatically try to use 128-bit accesses. This means
that if 128-bit accesses are unwanted and a memory area is mapped as cacheable then software should
only perform data accesses with cache bypass (ASI 0x1C) and no 64-bit loads (LDD) when accessing
the slave. One example of how to use forced cache miss for loads is given by the following function:

static inline int load(int addr)
{
int tmp;
asm volatile(" lda [%1]0xlc, %0 "
¢ "=r" (tmp)
: "r" (addr)
) i
return tmp;

}
In the GR740 device, this may primarily be of interest when accessing the PROM area (base address

at 0xC0000000) and possibly also for using the processor to test word and sub-word accesses to the
Level-2 cache and memory controller (memory area 0x00000000 - Ox7FFFFFFF).

The processor only supports using wide accesses to memory areas that are marked as cached. This
means that LDD shall not be used for peripheral register areas.

Store instructions result in a AMBA access with size corresponding to the executed instruction, 64-bit
store instructions (STD) are always translated to 64-bit accesses (never converted into two 32-bit
stores as is done for LEON3). The table below indicates the access types used for instruction and data
accesses depending on cachability and cache configuration.

Processor Area is cacheable!
operation Area not cacheable!
Cache enabled? Cache disabled
Instruction Burst of 32-bit read accesses Burst of 128-bit accesses
fetch
Data load <= Read access with size specified by load | Burst of 128-bit accesses Read access with size speci-
32-bit instruction Single accesses can be per- fied by load instruction
formed via ASI Ox1C.
Data load 64- [ q11egal® Burst of 128-bit accesses Single 64-bit read access
bit (LDD) Single 64-bit access will be performed
Data store <= | Store access with size specified by store instruction.
32-bit
Data store 64- | Illegal (64-bit store to 32-bit area) 64-bit store access
bit (STD) 64-bit store access will be performed.

I Cached memory regions are 0x00000000 - 0x7FFFFFFF and 0xC0000000 - OxCFFFFFFF.
2 Bus accesses for reads will only be made on L1 cache miss or on load with forced cache miss.
3 Data accesses to uncached areas may only be done with 8-, 16- and 32-bit accesses.
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6.7.4 Error handling

An AHB ERROR response received while fetching instructions will normally case an instruction
access exception (tt=0x1). However if this occurs during streaming on an address that is not needed,
the I cache controller will just not set the corresponding valid bit in the cache tag. If the IU later
fetches an instruction from the failed address, a cache miss will occur, triggering a new access to the
failed address.

An AHB ERROR response while fetching data into the data cache will normally trigger a data_ac-
cess_exception trap (tt=0x9). If the error was for a part of the cache line other than what was currently
being requested by the pipeline, a trap is not generated and the valid bit for that line is not set.

An ERROR response during an MMU table walk will lead the MMU to set the fault type to Internal
error (1) and generate an instruction or data access exception, depending on which type of access that
caused the table walk.

For store operations, see also the AMBA ERROR propagation description in section 5.10.

6.8  Multi-processor system support

This section gives an overview of issues when using the LEON4 in multi-processor configuration.

6.8.1 Start-up

Only the first processor will start after reset, assuming that the BREAK bootstrap signal is low, and all
other processors will remain halted in power-down mode. After the system has been initialized, the
remaining processors can be started by writing to the ‘multiprocessor status register’, located in the
multiprocessor interrupt controller. The halted processors start executing from the reset address (see
section 6.2.18).

An application in a multiprocessor system can determine which processor it is executing on by check-
ing the processor index field in the LEON4 configuration register (%asr17). As all processors typi-
cally have the same reset start address value, boot software must check the processor index and
perform processor specific setup (e.g. initialization of stack pointer) based on the value of the proces-
sor index.

It is only possible for a processor to wake other processors up via the ‘multiprocessor status register’.
Once a processor is running it cannot be reset via the interrupt controller. If software detects that one
processor is unresponsive and needs to restart the processor then the full system should be reset, for
example by triggering the system’s watchdog. In order for software to monitor that all processors in a
system are up and running it is recommended to implement a heartbeat mechanism in software.

6.8.2 Shared memory model

Each processor core has it’s own separate AHB master interface and the AHB controller will arbitrate
between them to share access to the on-chip bus.

If caches are not used, the processors will form a sequentially consistent (SC) system, where every
processor will execute it’s loads, stores and atomics to memory in program order on the AHB bus and
the different processors operations will be interleaved in some order through the AHB arbitration. The
shared memory controller AHB slave is assumed to not reorder accesses so a read always returns the
latest written value to that location on the bus.

When using caches with snooping (and with physical tags if using the MMU), the shared memory will
act according to the slightly weaker SPARC Total Store Order (TSO) model. The TSO model is close
to SC, except that loads may be reordered before stores coming from the same CPU. The stores and
atomics are conceptually placed in a FIFO (see the diagrams in the SPARC standard) and the loads are
allowed to bypass the FIFO if they are not to the same address as the stores. Loaded data from other
addresses may therefore be either older or newer, with respect to the global memory order, than the
stores that have been performed by the same CPU.
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In the LEON4 case this happens because cache hits are served without blocking even when there is
data in the write buffer. The loaded data will always return the stored data in case of reading the same
address, because if it is cached, the store updates the cache before being put in the write buffer, and if
it was not in cache then the load will result in a miss which waits for the write buffer to complete.
Loaded data from a different address can be older than the store if it is served by cache before the
write has completed, or newer if it results in a cache miss or if there is a long enough delay for the
store to propagate to memory before reading.

See relevant literature on shared memory systems for more information. These details are mainly of
concern for complex applications using lock-free data structures such as the Linux kernel, the recom-
mendation for applications is to instead avoid concurrent access to shared structures by using
mutexes/semaphores based on atomic instructions, or to use message passing schemes with one-direc-
tional circular buffers.

6.8.3 Memory-mapped hardware

Hardware resource (peripheral registers) are memory mapped on uncacheable address spaces. They
will be accessible from all the CPU:s in a sequentially consistent manner. Since software drivers usu-
ally expect to be “alone” accessing the peripheral and the peripheral’s register interfaces are not
designed for concurrent use by multiple masters, using a bare-C application designed for single-pro-
cessor usage on multiple cores at the same time will generally not work. This can be solved by parti-
tioning the applications so that each peripheral is only accessed by one of the CPU:s. This partitioning
also need to be done between the interrupts so the peripheral’s interrupts will be received by the cor-
rect processor.

6.9  ASI assignments

6.9.1 Summary
The table shows the ASI usage for LEON.

Table 43. ASI usage

ASI Usage

0x01 Forced cache miss.

0x02 System control registers (cache control register)

0x08, 0x09, 0x0A, 0x0B Normal cached access (replace if cacheable)

0x0C Instruction cache tags

0x0D Instruction cache data

0x0E Data cache tags

0xOF Data cache data

0x10 Flush instruction cache and data cache

0x11 Flush data cache

0x13 MMU only: Flush instruction and data cache

0x14 MMU only: MMU diagnostic D context cache access (deprecated, do not use in new SWapplications)

0x15 MMU only: MMU diagnostic I cache context access (deprecated, do not use in new SW applications)

0x18 MMU only: Flush TLB and I/D cache

0x19 MMU only: MMU registers

0x1C MMU only: MMU and cache bypass

0x1D MMU only: MMU diagnostic access (deprecated, do not use in new SW applications)

0x1E MMU only: MMU snoop tags diagnostic access
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The processor implements SPARC V8E nonprivileged ASI access, accesses to ASI 0x80 - OxFF do
not require supervisor privileges. No registers are mapped at ASI 0x80 - OxFF and the instructions
used to access these areas can be used as trace points for software tracing. Trace filtering (see section
33.4) allows filtering of these instructions.

6.9.2 ASI 0x1, Forced cache miss

ASI 1 is used for systems without cache coherency, to load data that may have changed in the back-
ground, for example by DMA units. It can also be used for other reasons, for example diagnostic pur-
poses, to force a AHB load from memory regardless of cache state.

The address mapping of this ASI is matched with the regular address space, and if MMU is enabled
then the address will be translated normally. Stores to this ASI will perform the same way as ordinary
data stores.

For situations where you want to guarantee that the cache is not modified by the access, the MMU and
cache bypass ASI, 0x1C, can be used instead and only for load operations (see section 6.3.4).
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6.9.3 ASI 0x2, System control registers

ASI 2 contains a few control registers that have not been assigned as ancillary state registers. These
should only be read and written using 32-bit LDA/STA instructions.

All cache registers are accessed through load/store operations to the alternate address space (LDA/
STA), using ASI = 2. The table below shows the register addresses:

Table 44. ASI 2 (system registers) address map

Address Register

0x00 Cache control register

0x04 Reserved

0x08 Instruction cache configuration register
0x0C Data cache configuration register

6.9.4 ASI 0x8-0xB, Data/Instruction

These ASIs are assigned by the SPARC standard for normal data and instruction fetches.

Accessing the instruction ASIs explicitly via LDA/STA instructions is not supported in the LEON4
implementation. Using LDA/STA with the user/supervisor data ASI will behave as the affect the
HPROT signal emitted by the processor according to section 6.7.1, but MMU access control will still
be done according to the super-user state of the %psr register.

6.9.5 ASI 0xC-0xF, ICache tags/data, DCache tags/data

ASI 0xC-0xF provide diagnostic access to the instruction cache memories. These ASIs should only be
accessed by 32-bit LDA/STA instructions. These ASIs can not be used while a cache flush is in prog-
ress and will cause a data exception (trap=0x09) if attempted. Diagnostic accesses to the instruction
cache can only be performed when the instruction cache is disabled and will cause a a data exception
(trap=0x09) when the instruction cache is enabled.

The same address bits used normally as index are used to index the cache also in the diagnostic
access. For a multi-way cache, the lowest bits above the index part, the lowest bits that would nor-
mally be used as tag, are used to select which way to read/write. The remaining address bits are don’t
cares, leading the address map to wrap around.

The tag parity and context bits can also be read out through these ASIs by setting the PS bit in the
cache configuration register. When this bit is set, the parity data is read instead of the ordinary data.
When writing the tag bits, the context bits will always be written with the current context in the MMU
control register. The parity to be written is calculated based on the supply write-value and the context
ID in the MMU control register. The parity bits can be modified via the TB field in the cache control

register.
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Tag diagnostic ASIs (ASI 0xC,E):
31 14 13 12 11 5 4 0
Addr: ‘ (don’t care) ‘ Way ‘ Index ‘ (don’t care)
31 12 11:10 98 7 0
Data: | ATAG Co0 - VALID
31 23 16 15 4 3 0
Parity: | Reserved | CTXID Reserved TPAR
Data diagnostic ASIs (ASI 0xD,F):
31 14 13 12 11 5 4 0
Addr: ‘ (don’t care) ‘ Way ‘ Index Offset
31 0
Data: ‘ Cached data word
31 4 3 0
Parity: ‘ Reserved DPAR
Figure 6. ASI 0xC-0xF address mapping and data layout
Field Definitions:

*  Address Tag (ATAG) - Contains the tag address of the cache line.

*  Valid (V) - When set, the cache line contains valid data. The LEON4 caches only have one valid
bit per cache line which is replicated for the whole 8-bit diagnostic field to keep software back-

ward compatibility.

e CTXID - Context ID, used when MMU is enabled
*  TPAR - Byte-wise parity of tag bits, context ID parity is XOR:ed into bit 3.

* DPAR - Byte-wise parity of data bits

6.9.6 ASI 0x10, 0x11, 0x13, 0x18 - Flush

For historical reasons there are multiple ASIs that flush the cache in different ways.

Writing to ASI 0x10 will flush the entire instruction cache and data cache.

Writing to ASI 0x11 will flush the data cache only.

Writing to ASI 0x13 will flush the instruction cache and data cache.

Writing to ASI 0x18, will flush both the MMU TLB, the I-cache, and the D-cache. This will block
execution for a few cycles while the TLB is flushed and then continue asynchronously with the cache
flushes continuing in the background.
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6.9.7 ASI 0x19 - MMU registers

This ASI provides access to the MMU:s control and status registers. The following MMU registers
are implemented:

Table 45. MMU registers (ASI = 0x19)

Address Register

0x000 MMU control register
0x100 Context pointer register
0x200 Context register

0x300 Fault status register
0x400 Fault address register

6.9.8 ASI 0x1C - MMU and cache bypass

Performing an access via ASI 0x1C will act as if MMU and cache were disabled. The address will not
be translated and the cache will not be used or updated by the access for load operations. Store opera-
tions may update the cache (see section 6.3.4).

6.9.9 ASI 0x1E - MMU snoop tags diagnostic access

If the MMU has been configured to use separate snoop tags, they can be accessed via ASI Ox1E. This
is primarily useful for RAM testing, and should not be performed during normal operation. This ASI
is addressed the same way as the regular diagnostic ASI:s 0xC, 0xE, and the read/written data has the
layout as shown below:

31 1211 2 10
ATAG “0000” | PAR | IV‘

Figure 7. Snoop cache tag layout

[31:10] Address tag. The physical address tag of the cache line.
[1]: Parity. The odd parity over the data tag.

[0]: Invalid. When set, the cache line is not valid and will cause a cache miss if accessed by the processor. Only present
if fast snooping is enabled.
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6.10 Configuration registers
6.10.1 PSR, WIM, TBR registers
The %psr, %wim, %tbr registers are implemented as required by the SPARC V8 standard.
Table 46. Yopsr- Processor state register
31 28 27 24 23 20 19 14 13 12 11 7 6 5 4 0
IMPL VER IcC RESERVED EC|EF PIL s [PS[ET cwp
Ob1111 0b0011 0 0b000000 0|0 0x0 11110 0b00000
r r r r r 'w w 'wi|rw,j|rw w
31:28 Implementation ID (IMPL), read-only hardwired to “1111” (15)
27:24 Implementation version (VER), read-only hardwired to “0011” (3) for LEON3/LEON4.
23: 20 Integer condition codes (ICC), see sparcv8 for details
19: 14 Reserved
13 Enable coprocessor (EC) - read-only
12 Enable floating-point (EF)
11 8 Processor interrupt level (PIL) - controls the lowest IRQ number that can generate a trap
7 Supervisor (S)
6 Previous supervisor (PS), see SPARC V8 manual for details
5: Enable traps (ET)
4: 0 Current window pointer (CWP)
Table 47. %wim - Window Invalid Mask
31 8 7 0
RESERVED WIM
0 NR
r w
31: 8 RESERVED
7: 0 Window Invalid Mask (WIM)
Table 48. %tbr - Trap Base Register
31 12 1 4 3 0
TBA TT R
0xC0000 0 0
w r r
31: 12 Trap base address (TBA) - Top 20 bits used for trap table address
11: 4 Trap type (TT) - Last taken trap type.
3: 0 RESERVED
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6.10.2 ASR16, LEON4FT register file protection register

The ancillary state register 16 (%asr16) provides information on errors detected in the processor’s
register files.

Table 49. %asr16 - LEON4FT register file protection register

31 4 3 2 1 0
RESERVED FPCE | IUCE
0 0 0
r w w
31: 4 RESERVED
3: 2 FP register file correctable error (FPCE) - Flag set when a correctable error has been detected in the

FP register file. Bit 1 flags uneven registers and bit 0 flags even registers.

1: 0 IU register file correctable error (IUCE) - Flag set when a correctable error has been detected in the
IU register file. Bit 1 flags uneven registers and bit 0 flags even registers.
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6.10.3 ASR17, LEON4 configuration register

The ancillary state register 17 (%asr17) provides information on how the LEON4 implementation has
been configured. This can be used to enhance the performance of software, or to support enumeration
in multi-processor systems. There are also a few bits that are writable to configure certain aspects of

the processor.

Table 50. %asr17 - LEON4 configuration register

31 28 27 26 25 24 23 18 17 16 15 14 13 12 11 10 8 7 6 5 4 0
INDEX D |R1| D |R2 RESERVED CS| CF |[DW|SV|LD| FPU | M |V8 NWP NWIN
B B
P P
M
0-3 0|0|1]0 0| ObOO [O OO ]| ObO1 | O |1 0b100 0x7
r W | Irw|rw/|rw r r rwiirwi| r r r r r r
31: 28 Processor index (INDEX) - Each LEON core gets a unique index to support enumeration. The pro-
cessors are numbered 0 - 3.
27 Disable Branch Prediction (DBP) - Disables branch prediction when set to ‘1°.
26 Reserved field (R1) - This field must always be written with *0’.
25 Disable Branch Prediction on instruction cache misses (DBPM) - When set to ‘1° this avoids instruc-
tion cache fetches (and possible MMU table walk) for predicted instructions that may be annullated.
24 Reserved field (R2) - This field must always be written with *0’.
23: 18 Reserved for future implementations
17 Clock switching (CS) - This field is 0 to signify that this implementation does not support clock
switching.
16: 15 CPU clock frequency (CF) - This field is 0 to signify that the CPU runs at the same frequency as the
AMBA bus.
14 Disable write error trap (DWT) - When set, a write error trap (tt = 0x2b) will be ignored. Set to zero
after reset.
13 Single-vector trapping (SVT) enable - If set, will enable single-vector trapping.
12 Load delay (LD) - 0 to signify that a 1-cycle load delay i s used.
11: 10 FPU option (FPU) - "01” = GRFPU.
9 Multiply and accumulate (M) - 0 to signify that (MAC) instructions are unsupported.
8 SPARC V8 (V8) - Set to 1, to signify that the SPARC V8 multiply and divide instructions are avail-
able.
5 Number of implemented watchpoints (NWP) - Value is 4.
4: 0 Number of register windows (NWIN) - Number of implemented registers windows corresponds to

NWIN+1. Field has value 7.
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6.10.4 ASR22-23 - Up-counter

The ancillary state registers 22 and 23 (%ASR22-23) contain a internal up-counter that can be read by
software without causing any access on the on-chip bus. The number of available bits in the counter is
56 and corresponds to the DSU time tag counter. %ASR23 contains the least significant part of the
counter value and %ASR22 contains the most significant part.

The time tag value accessible in these registers is the same time tag value used for the system’s trace
buffers and for all processors. The time tag counter will increment when any of the trace buffers is
enabled, or when the time tag counter is forced to be enabled via the DSU register interface, or when
any processor has its %ASR22 Disable Up-counter (DUCNT) field set to zero. It is possible to control
if the time tag counter should increment when the processors enter debug mode, this is configured via
DSU AHB trace buffer control register’s TE and DF fields, see section 33.6.7.

The up-counter value will increment even if all processors have entered power-down mode.

Table 51. %asr22 - LEON4 Up-counter MSbs

31 30 24 23 0
D
U
Cc RESERVED UPCNT(55:32)
N
T
1 0 *
w r

31 Disable Up-counter (DUCNT) - Disable upcounter. When set to ‘1’ the up-counter may be disabled.
The value for the up-counter in each processor is taken from a shared timer. The shared counter is
stopped when all processors have DUCNT set to one and the time tag counter in the DSU is disabled.
When cleared, the counter will increment each processor clock cycle. Default (reset) value is “1°.

30: 24 RESERVED

23:0 Counter value (UPCNT(62:32)) - Most significant bits of internal up-counter. Counter is reset to 0 at
reset but may start counting due to conditions described for the DUCNT field.

Table 52. %asr23 - LEON4 Up-counter LSbs
31 0
UPCNT(31:0)

*

r

31:0 Counter value (UPCNT(31:0)) - Least significant bits of internal up-counter. Counter is reset to 0 at
reset but may start counting due to conditions described for the DUCNT field in %asr22.
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6.10.5 ASR24-31, Hardware watchpoint/breakpoint registers

Each breakpoint consists of a pair of ancillary state registers (%asr24/25, %asr26/27, %asr28/29 and
%asr30/31) registers; one with the break address and one with a mask:

Table 53. %asr24, %asr26, %asr28, %asr30 - Watchpoint address register(s)

31 2 1 0
WADDR[31:2] R | IF
NR 0|0
w r w
31:2 Watchpoint address (WADDR) - Address to compare against
RESERVED
0 Break on instruction fetch (IF) - Break on instruction fetch from the specified address/mask combi-
nation
Table 54. %asr25, %asr27, %asr29, %asr31 - Watchpoint mask register(s)
31 2 1 0
WMASKRI[31:2] DL |DS
NR 0|0
rw w | rw
31:2 Watchpoint mask (WMASK) - Bit mask controlling which bits to check (1) or ignore (0) for match

Break on data load (DL) - Break on data load from the specified address/mask combination

0 Break on data store (DS) - Break on data store to the specified address/mask comination

Note: Setting IF=DL=DS=0 disables the breakpoint

When there is a hardware watchpoint match and DL or DS is set then trap 0xOB will be generated.
Hardware watchpoints can be used with or without the LEON4 debug support unit (DSU) enabled.
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6.10.6 Cache control register

The cache control register located at ASI 0x2, offset 0, contains control and status registers for the I

and D cache.

Table 55. ASI 0x2, 0x00 - CCR - Cache control register
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

R| S |R|PS B DS|FD| FI FT R |ST|R | IP|DP| ITE IDE DTE DDE |[DF|IF | DCS ICS
:
0 |NR|O | O 0x0 0|0|0O|OBOT [O|1T|O0O]O|O]| O 0 0 o (o0of0| O 0
r(rw r rw w 'wi|rw,|rw r r r r r r rw w w w w | rw w w
31 Reserved
30 Snoop Tag Flag (STE) - Set when parity error is detected in the data physical (snoop) tags.
29 Reserved
28 Parity Select (PS) - if set diagnostic read will return 4 check bits in the Isb bits, otherwise tag or data
word is returned.
27: 24 Test Bits (TB) - if set, check bits will be xored with test bits TB during diagnostic write.
23 Data cache snoop enable (DS) - if set, will enable data cache snooping.
22 Flush data cache (FD). If set, will flush the instruction cache. Always reads as zero.
21 Flush Instruction cache (FI). If set, will flush the instruction cache. Always reads as zero.
20: 19 FT scheme (FT) - “01” = 4-bit checking implemented
18 Reserved for future implementations
17 Separate snoop tags (ST). Has value 1.
16 Reserved
15 Instruction cache flush pending (IP). This bit is set when an instruction cache flush operation is in
progress
14 Data cache flush pending (DP). This bit is set when an data cache flush operation is in progress.
13: 12 Instruction Tag Errors (ITE) - Number of detected parity errors in the instruction tag cache.
11: 10 Instruction Data Errors (IDE) - Number of detected parity errors in the instruction data cache.
9: 8 Data Tag Errors (DTE) - Number of detected parity errors in the data tag cache.
7:6 Data Data Errors (DDE) - Number of detected parity errors in the data data cache.
5 Data Cache Freeze on Interrupt (DF) - If set, the data cache will automatically be frozen when an
asynchronous interrupt is taken.
4 Instruction Cache Freeze on Interrupt (IF) - If set, the instruction cache will automatically be frozen
when an asynchronous interrupt is taken.
3:2 Data Cache state (DCS) - Indicates the current data cache state according to the following: X0= dis-
abled, 01 = frozen, 11 = enabled.
1:0 Instruction Cache state (ICS) - Indicates the current data cache state according to the following: X0=

disabled, 01 = frozen, 11 = enabled.
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6.10.7 I-cache and D-cache configuration registers

The configuration of the two caches if defined in two registers: the instruction and data configuration
registers. These registers are read-only, except for the REPL field that can be written, and indicate the
size and configuration of the caches. They are located under ASI 2 at offset 8 and 12.

Table 56. ASI 0x2, 0x08 and 0x09C - CCFG - Cache configration registers
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0

CL| R | REPL |SN WAYS WSIZE LR LSIZE RESERVED M |RESERVED
0]0 1* 0b011 0x2 0 0b011 0x000 1 0b000
r r w r r r r r r r r
31 Cache locking (CL) - Set if cache locking is implemented (always zeo).
30 RESERVED
29: 28 Cache replacement policy (REPL) - 00 - no replacement policy (direct-mapped cache), 01 - least

recently used (LRU), 10 - least recently replaced (LRR), 11 - random.
This field is writable, default (reset) value is "01" = LRU.

27 Cache snooping (SN) - Value 1 to signify that snooping is supported for D-cache. Set to 0 for I-
cache..
26: 24 Cache associativity (WAYS) - "011" - 4-way associative.
23: 20 Way size (WSIZE) - Indicates the size (KiB) of each cache way. This field has value 2. Size =
2S1ZE—4 KiB way size.
19 Local ram (LR) - 0 in this implementation to signify that local RAMis not implemented.
18: 16 Line size (LSIZE) - Indicated the size (words) of each cache line. Set to 3. Line size = 2LSIZE_ g
words = 32 bytes.
15: 4 RESERVED
3 MMU present (M) - This bit is set to ‘1’ to signify that an MMU is present.
2: 0 RESERVED
GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 79 Kungsgatan | SE-411 19 | Goteborg | Sweden

+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

GR740

rRONTGRADE

Gaisler

6.10.8 MMU control register

The MMU control register is located in ASI 0x19 offset 0.

Table 57. ASI 0x19, 0x00- MMUCTRL - MMU control register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
IMPL VER ITLB DTLB R TD|ST RESERVED P RESERVED NF| E
S
6}
0x0 0x0 0b100 0b100 0 NR| 1 0 0 0 0]0
r r r r r w r r w r w | rw
31:28 MMU Implementation ID (IMPL) - Hardcoded to “0000”
27:24 MMU Version ID (VER) - Hardcoded to “0000”.
23:21 Number of ITLB entries (ITLB) - The number of ITLB entries is calculated as 2/ T-B = 24=16.
20:18 Number of DTLB entries (DTLB) - The number of DTLB entries is calculated as 2PTLB = 74 = 16,
17: 16 RESERVED
15 TLB disable (TD) - When set to 1, the TLB will be disabled and each data access will generate an
MMU page table walk.
14 Separate TLB (ST) - This bit is set to 1 to signify that separate instruction and data TLBs are imple-
mented
13: 8 RESERVED
7 Partial Store Ordering (PSO) - This field is writable but does not have an effect on processor opera-
tion.
6: 2 RESERVED
1 No Fault (NF) - When NF= 0, any fault detected by the MMU causes FSR and FAR to be updated
and causes a fault to be generated to the processor. When NF= 1, a fault on an access to ASI 9 is han-
dled as when NF= 0; a fault on an access to any other ASI causes FSR and FAR to be updated but no
fault is generated to the processor.
0 Enable MMU (E) - 0 = MMU disabled, 1 = MMU enabled.
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6.10.9 MMU context pointer and context registers

The MMU context pointer register is located in ASI 0x19 offset 0x100 and the MMU context register
is located in ASI 0x19 offset 0x200. They together determine the location of the root page table
descriptor for the current context. Their definition follow the SRMMU specification in the SPARC V8§
manual with layouts shown below.

Table 58. ASI 0x19, offset 0x100 - MMUCTXP - MMU context pointer register

31 2 1 0
CONTEXT TABLE POINTER
NR 0
w r
31:2 Context Table Pointer (CONTEXT TABLE POINTER) - Context table pointer, physical address bits
35:6 (note address is shifted 4 bits)
1I: 0 Reserved

Table 59. ASI 0x19, offset 0x200 - MMUCTX - MMU context register

31 8 7 0
RESERVED CONTEXT
0 0x00
r 'w
31: 8 RESERVED
7: 0 Current contect ID (CONTEXT)

In the LEONA4, the context bits are OR:ed with the lower MMU context pointer bits when calculating
the address, so one can use less context bits to reduce the size/alignment requirements for the context

table.
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6.10.10 MMU fault status register

The MMU fault status register is located in ASI 0x19 offset 0x300, and the definition is based on the
SRMMU specification in the SPARC V8 manual. The SPARC VS8 specifies that the fault status regis-
ter should be cleared on read, on the LEON4 only the FAV bit is cleared on read. The FAV bit is
always set on error in the LEON4 implementation, so it can be used as a valid bit for the other fields.

Table 60. ASI 0x19, offset 0x300 - FSR - MMU Fault Status Register

31 18 17 10 9 8 7 5 4 2 1 0
RESERVED EBE L AT FT F|O
AW
\%
0 0 0 0 0 0|0
r r r r r r r
31: 18 RESERVED
17: 10 External bus error (EBE) - Never set on the LEON4
9: 8 Level (L) - Level of page table entry causing the fault
7: 5 Access type (AT) - See V8 standard
4: 2 Fault type (FT) - See table 40.
1 Fault address valid (FAV) - Cleared on read, always written to 1 on fault
0 Overwrite (W) - Multiple faults of the same priority encountered

6.10.11 MMU fault address register

The MMU fault address register is located in ASI 0x19 offset 0x400, and the definition follows the

SRMMU specification in the SPARC V8 manual..

Table 61. ASI 0x19, offset 0x400 - FAR - MMU Fault Address Register

31

12 1" 0

RESERVED

NR

0

r

31: 12 Fault Address (FAULT ADDRESS) - Top bits of virtual address causing translation fault

11: 0 RESERVED

6.11 Software considerations

6.11.1 Register file initialization on power up

It is recommended that the boot code for the processor writes all registers in the IU and FPU register
files before launching the main application. This allows software to be portable to both FT and non-

FT versions of the LEON3 and LEON4 processors.

6.11.2 Start-up

After reset, the caches are disabled and the cache control register (CCR) is 0. Before the caches may
be enabled, a flush operation must be performed to initialized (clear) the tags and valid bits. A suitable

assembly sequence could be:

flush
set 0x81000f, %gl
sta %gl, [%g0] 2
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6.11.3 Data scrubbing

There is generally no need to perform data scrubbing on either IU/FPU register files or the cache
memory. During normal operation, the active part of the [U/FPU register files will be flushed to mem-
ory on each task switch. This will cause all registers to be checked and corrected if necessary. Since
most real-time operating systems performs several task switches per second, the data in the register
files will be frequently refreshed.

The similar situation arises for the cache memory. In most applications, the cache memory is signifi-
cantly smaller than the full application image, and the cache contents is gradually replaced as part of
normal operation. For very small programs, the only risk of error build-up is if a part of the applica-
tion is resident in the cache but not executed for a long period of time. In such cases, executing a
cache flush instruction periodically (e.g. once per minute) is sufficient to refresh the cache contents.

6.11.4 Other considerations

Please see the application note Handling of External Memory EDAC Errors in LEON/GRLIB systems
[GR-AN-0004].
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7 Floating-point Control Unit

The GRFPU Control Unit (GRFPC) is used to attach the GRFPU to the LEON integer unit (IU).
GRFPC performs scheduling, decoding and dispatching of the FP operations to the GRFPU as well as
managing the floating-point register file, the floating-point state register (FSR) and the floating-point
deferred-trap queue (FQ). Floating-point operations are executed in parallel with other integer instruc-
tions, the LEON integer pipeline is only stalled in case of operand or resource conflicts.

Each of the four LEON4 processor cores in the system integrates a GRFPU control unit that connects
to one GRFPU unit per processor. Each processor has its own dedicated FPU.

7.1  Floating-Point register file

The GRFPU floating-point register file contains 32 32-bit floating-point registers (%f0-%f31). The
register file is accessed by floating-point load and store instructions (LDF, LDDF, STD, STDF) and
floating-point operate instructions (FPop).

7.2 Floating-Point State Register (FSR)

The GRFPC manages the floating-point state register (FSR) containing FPU mode and status infor-
mation. All fields of the FSR register as defined in SPARC VS8 specification are implemented and
managed by the GRFPU conforming to the SPARC V8 specification and the IEEE-754 standard.
Implementation-specific parts of the FSR managing are the NS (non-standard) bit and fi field.

If the NS (non-standard) bit of the FSR register is set, all floating-point operations will be performed
in non-standard mode as described in section 8.2.6. When the NS bit is cleared all operations are per-
formed in standard IEEE-compliant mode.

Following floating-point trap types never occur and are therefore never set in the fit field:
- unimplemented FPop: all FPop operations are implemented

- hardware_error: non-resumable hardware error

- invalid_fp_register: no check that double-precision register is 0 mod 2 is performed

GRFPU implements the gne bit of the FSR register which reads 0 if the floating-point deferred-queue
(FQ) is empty and 1 otherwise.

The FSR is accessed using LDFSR and STFSR instructions.

7.3  Floating-Point Exceptions and Floating-Point Deferred-Queue

GRFPU implements the SPARC deferred trap model for floating-point exceptions (fp_exception). A
floating-point exception is caused by a floating-point instruction performing an operation resulting in
one of following conditions:

* an operation raises IEEE floating-point exception (ftt = IEEE_ 754 exception) e.g. executing
invalid operation such as 0/0 while the NVM bit of the TEM field id set (invalid exception
enabled).

* an operation on denormalized floating-point numbers (in standard IEEE-mode) raises unfin-
ished FPop floating-point exception

*  sequence error: abnormal error condition in the FPU due to the erroneous use of the floating-
point instructions in the supervisor software.

The trap is deferred to one of the floating-point instructions (FPop, FP load/store, FP branch) follow-
ing the trap-inducing instruction (note that this may not be next floating-point instruction in the pro-
gram order due to exception-detecting mechanism and out-of-order instruction execution in the
GRFPC). When the trap is taken the floating-point deferred-queue (FQ) contains the trap-inducing
instruction and up to seven FPop instructions that were dispatched in the GRFPC but did not com-

plete.
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After the trap is taken the gne bit of the FSR is set and remains set until the FQ is emptied. The
STDFQ instruction reads a double-word from the floating-point deferred queue, the first word is the
address of the instruction and the second word is the instruction code. All instructions in the FQ are
FPop type instructions. The first access to the FQ gives a double-word with the trap-inducing instruc-
tion, following double-words contain pending floating-point instructions. Supervisor software should
emulate FPops from the FQ in the same order as they were read from the FQ.

Note that instructions in the FQ may not appear in the same order as the program order since GRFPU
executes floating-point instructions out-of-order. A floating-point trap is never deferred past an
instruction specifying source registers, destination registers or condition codes that could be modified
by the trap-inducing instruction. Execution or emulation of instructions in the FQ by the supervisor
software gives therefore the same FPU state as if the instructions were executed in the program order.
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8 High-performance IEEE-754 Floating-point Unit
8.1 Overview
GRFPU is a high-performance FPU implementing floating-point operations as defined in the IEEE
Standard for Binary Floating-Point Arithmetic (IEEE-754) and the SPARC V8 standard (IEEE-1754).
Supported formats are single and double precision floating-point numbers. The advanced design com-
bines two execution units, a fully pipelined unit for execution of the most common FP operations and
a non-blocking unit for execution of divide and square-root operations.
The logical view of the GRFPU is shown in figure 8.
- ] GRFPU
clk ~ Pipelined execution
v unit
reset o
start :
d 9 d
opcode J , > - “Tla y >
. allow
opid 6/ Vs > 3} ‘i
d1 resid 6
operan 6/4/ > - R - 61/ >
resu
operand2 6/4/ > Iteration unit // >
round f/ > except 5/, >
flush > > N = Ly
flushid 6 .
nonstd o
Figure 8. GRFPU Logical View
8.2  Functional description
8.2.1 Floating-point number formats
GRFPU handles floating-point numbers in single or double precision format as defined in the IEEE-
754 standard with exception for denormalized numbers. See section 8.2.5 for more information on
denormalized numbers.
8.2.2 FP operations
GRFPU supports four types of floating-point operations: arithmetic, compare, convert and move. The
operations implement all FP instructions specified by SPARC V8 instruction set, and most of the
operations defined in IEEE-754. All operations are summarized in table 62.
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Table 62. : GRFPU operations

Operation OpCode[8:0] Opl | Op2 | Result Exceptions | Description
Arithmetic operations
FADDS 001000001 SP SP SP UNF, NV, Addition
FADDD 001000010 DP DP |DP OF, UF, NX
FSUBS 001000101 SP SP SP UNF, NV, Subtraction
FSUBD 001000110 DP DP DP OF, UF, NX
FMULS 001001001 SP SP SP UNF, NV, Multiplication, FSMULD gives
FMULD 001001010 DP DP DP OF, UF, NX | exact double-precision product of
FSMULD SP SP DP two single-precision operands.
001101001 UNF, NV,
OF, UF, NX
UNF, NV,
OF, UF
FDIVS 001001101 SP SP SP UNF, NV, Division
FDIVD 001001110 DP DP DP OF, UF, NX,
DZ
FSQRTS 000101001 - SP SP UNF, NV, Square-root
FSQRTD 000101010 - DP DP NX
Conversion operations
FITOS 011000100 - INT |SP NX Integer to floating-point conversion
FITOD 011001000 bp -
FSTOI 011010001 - SP INT UNE, NV, Floating-point to integer conversion.
FDTOI 011010010 DP NX The result is rounded in round-to-
zero mode.
FSTOI RND 111010001 - SP INT UNF, NV, Floating-point to integer conversion.
FDTOI RND 111010010 DP NX Rounding according to RND input.
FSTOD 011001001 - SP DP UNF, NV Conversion between floating-point
FDTOS 011000110 DP SP UNF, NV, formats
OF, UF, NX
Comparison operations
FCMPS 001010001 SP SP CC NV Floating-point compare. Invalid
FCMPD 001010010 DpP DpP exce_ption. is ge.nerated if either oper-
and is a signaling NaN.
FCMPES 001010101 SP SP CC NV Floating point compare. Invalid
FCMPED 001010110 DP DP exception is gene.rated if eith§r oper-
and is a NaN (quiet or signaling).
Negate, Absolute value and Move
FABSS 000001001 - SP SP - Absolute value.
FNEGS 000000101 - SP SP - Negate.
FMOVS 000000001 SP SP - Move. Copies operand to result out-
put.

SP - single precision floating-point number

DP - double precision floating-point number

CC - condition codes INT - 32 bit integer
UNF, NV, OF, UF, NX - floating-point exceptions, see section 8.2.3

Arithmetic operations include addition, subtraction, multiplication, division and square-root. Each
arithmetic operation can be performed in single or double precision formats. Arithmetic operations
have one clock cycle throughput and a latency of four clock cycles, except for divide and square-root
operations, which have a throughput of 16 - 25 clock cycles and latency of 16 - 25 clock cycles (see
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table 63). Add, sub and multiply can be started on every clock cycle, providing high throughput for
these common operations. Divide and square-root operations have lower throughput and higher
latency due to complexity of the algorithms, but are executed in parallel with all other FP operations
in a non-blocking iteration unit. Out-of-order execution of operations with different latencies is easily
handled through the GRFPU interface by assigning an id to every operation which appears with the
result on the output once the operation is completed.

Table 63. : Throughput and latency

Operation Throughput Latency
FADDS, FADDD, FSUBS, FSUBD, FMULS, FMULD, FSMULD 1 4

FITOS, FITOD, FSTOIL, FSTOI RND, FDTOI, FDTOI RND, FSTOD, 1 4

FDTOS

FCMPS, FCMPD, FCMPES, FCMPED 1 4

FDIVS 16 16

FDIVD 16.5 (15/18)* 16.5 (15/18)*
FSQRTS 24 24

FSQRTD 24.5 (23/26)* 24.5 (23/26)*

* Throughput and latency are data dependant with two possible cases with equal statistical possibility.

Conversion operations execute in a pipelined execution unit and have throughput of one clock cycle
and latency of four clock cycles. Conversion operations provide conversion between different float-
ing-point numbers and between floating-point numbers and integers.

Comparison functions offering two different types of quiet Not-a-Numbers (QNaNs) handling are
provided. Move, negate and absolute value are also provided. These operations do not ever generate
unfinished exception (unfinished exception is never signaled since compare, negate, absolute value
and move handle denormalized numbers).

8.2.3 Exceptions

GRFPU detects all exceptions defined by the IEEE-754 standard. This includes detection of Invalid
Operation (NV), Overflow (OF), Underflow (UF), Division-by-Zero (DZ) and Inexact (NX) excep-
tion conditions. Generation of special results such as NaNs and infinity is also implemented. Over-
flow (OF) and underflow (UF) are detected before rounding. If an operation underflows the result is
flushed to zero (GRFPU does not support denormalized numbers or gradual underflow). A special
Unfinished exception (UNF) is signaled when one of the operands is a denormalized number which is
not handled by the arithmetic and conversion operations.

8.2.4 Rounding

All four rounding modes defined in the IEEE-754 standard are supported: round-to-nearest, round-to-
+inf, round-to--inf and round-to-zero.

8.2.5 Denormalized numbers

Denormalized numbers are not handled by the GRFPU arithmetic and conversion operations. A sys-
tem (microprocessor) with the GRFPU could emulate rare cases of operations on denormals in soft-
ware using non-FPU operations. A special Unfinished exception (UNF) is used to signal an arithmetic
or conversion operation on the denormalized numbers. Compare, move, negate and absolute value
operations can handle denormalized numbers and do not raise the unfinished exception. GRFPU does
not generate any denormalized numbers during arithmetic and conversion operations on normalized
numbers. If the infinitely precise result of an operation is a tiny number (smaller than minimum value
representable in normal format) the result is flushed to zero (with underflow and inexact flags set).
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8.2.6 Non-standard Mode

GRFPU can operate in a non-standard mode where all denormalized operands to arithmetic and con-
version operations are treated as (correctly signed) zeroes. Calculations are performed on zero oper-
ands instead of the denormalized numbers obeying all rules of the floating-point arithmetics including
rounding of the results and detecting exceptions.

8.2.7 NaNs

GRFPU supports handling of Not-a-Numbers (NaNs) as defined in the IEEE-754 standard. Opera-
tions on signaling NaNs (SNaNs) and invalid operations (e.g. inf/inf) generate the Invalid exception
and deliver QNaN_GEN as result. Operations on Quiet NaNs (QNaNs), except for FCMPES and
FCMPED, do not raise any exceptions and propagate QNaNs through the FP operations by delivering
NaN-results according to table 64. QNaN_GEN is 0x7fffe00000000000 for double precision results
and 0x7fff0000 for single precision results.

Table 64. : Operations on NaNs

Operand 2
FP QNaN2 SNaN2
none FP QNaN2 QNaN_GEN
Operand 1 FP FP QNaN2 QNaN_GEN
QNaN1 QNaN1 QNaN2 QNaN_GEN
SNaN1 QNaN_GEN QNaN_GEN QNaN_GEN
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9 Level 2 Cache controller

9.1 Overview

The L2 cache works as an AHB to AHB bridge, caching the data that is read or written via the bridge.
The cache is a unified cache and data may exist in both the processor Level-1 caches and the Level-2
cache, or only in a Level-1 or the Level-2 cache. A front-side AHB interface is connected to the Pro-
cessor AHB bus, while a backend AHB interface is connected to the Memory AHB bus. Figure 9
shows a system block diagram for the cache controller.

Note that the L2 cache is disabled after reset and should be enabled by boot software.

CPU CPU

i i Processor AHB bus

L2C

i Memory AHB bus

!

Memory
Controller

Figure 9. Block diagram

9.2  Configuration

The Level-2 cache is implemented as a multi-way cache with an associativity of four. The replace-
ment policy can be configured as: LRU (least-recently-used), pseudo-random or master-index (where
the way to replace is determine by the master index). The way size is 512 KiB with a line size of 32
bytes.

9.2.1 Replacement policy

The cache supports three different replacement policies: LRU (least-recently-used), (pseudo-) random
and master-index. The reset value for replacement policy is LRU.

With the master-index replacement policy, master 0 would replace way 1, master 1 would replace way
2 and so on. For master indexes corresponding to a way number larger than the number of imple-
mented ways there are two options to determine which way to replace. One option is to map all these
master index to a specific way. This is done by specifying this way in the index-replace field in the
control register and selecting this option in the replacement policy field also located in the control reg-
ister. It is not allowed to select a locked way in the index-replace field. The second option is to replace
way = ((master index) modulus (number of ways)). This option can be selected in the replacement
policy field.

9.2.2 Write policy

The cache can be configured to operate as write-through or copy-back cache. Before changing the
write policy to write-through, the cache has to be disabled and flushed (to write back dirty cache lines
to memory). This can be done by setting the Cache disable bit when issue a flush all command. The
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write policy is controlled via the cache control register. More fine-grained control can also be
obtained by enabling the MTRR registers (see text below).

9.2.3 Memory type range registers

The memory type range registers (MTRR) are used to control the cache operation with respect to the
address. Each MTRR can define an area in memory to be uncached, write-through or write-protected.
Each MTRR register consist of a 14-bit address field, a 14-bit mask and two 2-bit control fields. The
address field is compared to the 14 most significant bits of the cache address, masked by the mask
field. If the unmasked bits are equal to the address, an MTRR hit is declared. The cache operation is
then performed according to the control fields (see register descriptions). If no hit is declared or if the
MTRR is disabled, cache operation takes place according to the cache control register. The number of
implemented MTRRs is sixteen. When changing the value of any MTRR register, the cache must be
disabled and flushed (this can be done by setting the Cache disable bit when issuing a flush all com-
mand).

Note that the write-protection provided via the MTRR registers is enforced even if the cache is dis-
abled.

9.2.4 Cachability

The cache considers the address range 0x00000000 - 0x7FFFFFFF to be cachable. The cache can also
be configured to use the HPROT signal to override the default cachable area. An access can only be
redefined as non-cachable by the HPROT signal. See table 65 for information on how HPROT can
change the access cachability within a cachable address area. The AMBA AHB signal HPROT][3]
defines the access cacheable when active high and the AMBA AHB signal HPROT/[2] defines the
access as bufferable when active high.

Table 65. Access cachability using HPROT.

HPROT: non-cachable, non-bufferable | non-cachable, bufferable cacheable

Read hit Cache access* Cache access Cache access

Read miss | Memory access Memory access Cache allocation and Memory access
Write hit Cache and Memory access Cache access Cache access

Write miss | Memory access Memory access Cache allocation

* When the HPROT-Read-Hit-Bypass bit is set in the cache control register this will generate a Mem-
ory access.

9.2.5 Cache tag entry

Table 66 shows the different fields of the cache tag entry for a cache with a way size of 512 KiB.

Table 66. L2C Cache tag entry

31 19 18 10 9 8 7 6 5 4 0
TAG 000000 | Valid Dirty ‘ RES ‘ LRU
31:19 Address Tag (TAG) - Contains the address of the data held in the cache line.
9:8 Valid bits. When set, the corresponding sub-block of the cache line contains valid data. Valid bit 0

corresponds to the lower 16 bytes sub-block (with offset 1) in the cache line and valid bit 1 corre-
sponds to the upper 16 bytes sub-block (with offset 0) in the cache line.

7:6 Dirty bits When set, this sub-block contains modified data.

5 RESERVED

4:0 LRU bits
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9.2.6 AHB address mapping

The AHB slave interface occupies three AHB address ranges. The first AHB memory bar is used for
memory/cache data access and is mapped at 0x00000000 - Ox7FFFFFFF. The second AHB memory
bar is used for access to configuration registers and the diagnostic interface and is mapped at
0xF0800000 - OxFOSFFFFF. The last AHB memory bar is used to map the 10 area of the backend
AHB bus (to access the plug&play information on that bus) and maps the Memory AHB bus area
0xFFE00000 - OxFFEFFFFF.

9.2.7 Memory protection and Error handling

The L2 cache provides Error Detection And Correction (EDAC) protection for the data and tag mem-
ory. One error can be corrected and two errors can be detected with the use of a (39, 32, 7) BCH code.
The EDAC functionality can dynamically be enabled or disabled. Before being enabled the cache
should be flushed. The dirty and valid bits fore each cache line is implemented with TMR. When
EDAC error or backend AHB error or write-protection hit in a MTRR register is detected, the error
status register is updated to store the error type. The address which caused the error is also saved in
the error address register. The error types is prioritised in the way that a uncorrected EDAC error will
overwrite any other previously stored error in the error status register. In all other cases, the error sta-
tus register has to be cleared before a new error can be stored. Each error type (correctable-, uncor-
rectable EDAC error, write-protection hit, backend AHB error) has a pending register bit. When set
and this error is unmasked, a interrupt is generated. When an uncorrectable error is detected in the
read data, the cache will respond with an AHB error. AHB error responses can also be enabled for
access that match a stored error in the error status register. Error detection is done per cache line. The
cache also provides a correctable error counter accessible via the error status register. After power-up
the error status register needs to be cleared before any valid data can be read out.

Table 67. Cache action on detected EDAC error

Access/Error type Cache-line not dirty Cache-line dirty
Read, Correctable Tag is corrected before read is handled, Error sta- | Tag is corrected before read is handled, Error
Tag error tus is updated with a correctable error. status is updated with a correctable error.

Read, Uncorrectable
Tag error

Cache-line invalidated before read is handled,
Error status is updated with a correctable error.

Cache-line invalidated before read is handled,
Error status is updated with a uncorrectable
error. Cache data is lost.

Write, Correctable
Tag error

Tag is corrected before write is handed, Error
status is updated with a correctable error.

Tag is corrected before write is handled, Error
status is updated with a correctable error.

Write, Uncorrect-
able Tag error

Cache-line invalidated before write is handled,
Error status is updated with a correctable error.

Cache-line invalidated before write is handled,
Error status is updated with a uncorrectable
error. Cache data is lost.

Read, Correctable
Data error

Cache-data is corrected and updated, Error status
is updated with a correctable error. AHB access
is not affected.

Cache-data is corrected and updated, Error sta-
tus is updated with a correctable error. AHB
access is not affected.

Read, Uncorrectable
Data error

Cache-line is invalidated, Error status is updated
with a correctable error. AHB access is termi-
nated with retry.

Cache-line is invalidated, Error status is
updated with a uncorrectable error. AHB
access is terminated with error.

Write (<32-bit), Cor-
rectable Data error

Cache-data is corrected and updated, Error status
is updated with a correctable error. AHB access
is not affected.

Cache-data is corrected and updated, Error sta-
tus is updated with a correctable error. AHB
access is not affected.

Write (<32-bit),
Uncorrectable Data
error

Cache-line is re-fetched from memory, Error sta-
tus is updated with a correctable error. AHB
access is not affected.

Cache-line is invalidated, Error status is
updated with a uncorrectable error. AHB
access write data and cache data is lost.
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9.2.8 Scrubber

The cache is implemented with an internal memory scrubber to prevent build-up of errors in the cache
memories. The scrubber is controlled via two registers in the cache configuration interface. To scrub
one specific cache line the index and way of the line is set in the scrub control register. The scrub
operation is started by setting the the pending bit to 1. The scrubber can also be configured to contin-
uously loop through and scrub each cache line by setting the enabled bit to 1. In this mode, the delay
between the scrub operation on each cache line is determine by the scrub delay register (in clock
cycles).

9.2.9 Locked way

One or more ways can be configured to be locked (not replaced). The number of ways that should be
locked is configured by the locked-way field in the control register. The way to be locked is starting
with the uppermost way (for a 4-way associative cache way 4 is the first locked way, way 3 the sec-
ond, and so on). After a way is locked, the cache-way has to be flushed with the “way flush” function
to update the tag to match the desired locked address. During this “way flush” operation, the data can
also be fetched from memory.

9.3  Operation

9.3.1 Read

A cachable read access to the cache results in a tag lookup to determine if the requested data is located
in the cache memory. For a hit (requested data is in the cache) the data is read from the cache and no
read access is issued to the memory. If the requested data is not in the cache (cache miss), the cache
controller issues a read access to the memory controller to fetch the cache line containing the
requested data. The replacement policy determines which cache line in a multi-way configuration that
should be replaced and its tag is updated. If the replaced cache line is modified (dirty) this data is
stored in a write buffer and after the requested data is fetched from memory the replaced cache line is
written to memory.

For a non-cachable read access to the cache, the cache controller can issue a single read access or a
burst read access to fetch the data from memory. The access type is determine by how the cache is
configured regarding hprot support and bypass line fetch in the access control register. The data is
stored in a read buffer and the state of the cache is not modified in any way.

The cache will insert wait-states until the read access is determined to be a cache hit or miss. For a
cache hit the data is then delivered. For a miss the cache can insert wait-states during the memory
fetch or issue a AMBA SPLIT (depending on how the cache is configured).

9.3.2 Write

A cachable write access to the cache results in a tag lookup to determine if the cache line is present in
the cache. For a hit the cache line is updated. No access is issued to the memory for a copy-back con-
figuration. When the cache is configured as a write-through cache, each write access is also issued
towards memory. For a miss, the replacement policy determines which cache line in a multi-way con-
figuration that should be replaced and updates its tag. If the replaced cache line is dirty, it is stored in
a write buffer to be written back to the memory. The new cache line is updated with the data from the
write access and for a non-128-bit access the rest of the cache line is fetched from memory. Last the
replaced cache line is written to memory (when copy-back policy is used and the replaced cache line
was marked dirty). When the cache is configured as a write-through cache, no cache lines are marked
as dirty and no cache line needs to be written back to memory. Instead the write access is issued
towards the memory as well. A new cache line is allocated on a miss for a cacheable write access
independent of write policy (copy-back or write-through).
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For a non-cachable write access to the cache, the data is stored in a write buffer and the cache control-
ler issue single write accesses to write the data to memory. The state of the cache is unmodified during
this access.

The cache can accept a non sub-word write hit access every clock cycle. When the cache is unable to
accept a new write access the cache inserts wait-states or issue a AMBA SPLIT response depending
on how the cache is configured.

9.3.3 Cache flushing

The cache can be flushed by accessing a cache flush register. There are three flush modes: invalidate
(reset valid bits), write back (write back dirty cache lines to memory, but no invalidation of the cache
content) and flush (write back dirty cache lines to memory and invalidate the cache line). The flush
command can be applied to the entire cache, one way or to only one cache line. The cache line to be
flushed can be addresses in two ways: direct address (specify way and line address) and memory
address (specify which memory address that should be flushed in the cache. The controller will make
a cache lookup for the specified address and on a hit, flush that cache line). When the entire cache is
flushed the Memory Address field should be set to zero. To invalidate a cache line takes 5 clock
cycles. If the cache line needs to be written back to memory one additional clock cycle is needed plus
the memory write latency. When the whole cache is flushed the invalidation of the first cache line
takes 5 clock cycles, after this one line can be invalidated each clock cycle. When a cache line needs
to be written back to memory this memory access will be stored in an access buffer. If the buffer is
full, the invalidation of the next cache line will stall until a slot in the buffer has opened up. If the
cache also should be disabled after the flush is complete, it is recommended to set the cache disable
bit together with the flush command in the Fush set/index register instead of writing ‘0’ to the cache
enable bit in the cache control register.

Note that after a processor (or any other AHB master) has initiated a flush the processor is not blocked
by the flush unless it writes or requests data from the Level-2 cache. The cache blocks all accesses
(responds with AMBA SPLIT or wait-states depending on cache configuration) until the flush is com-
plete.

9.3.4 Disabling Cache

To be able to safely disable the cache when it is being accessed, the cache need to be disabled and
flushed at the same time. This is accomplished by setting the cache disable bit when issue the flush
command.

9.3.5 Diagnostic cache access

The diagnostic interface can be used for RAM block testing and direct access to the cache tag, cache
data content and EDAC check bits. The read-check-bits field in the error status/control register selects
if data content or the EDAC check bits should be read out. On writes, the EDAC check bits can be
selected from the data-check-bit or tag-check-bit register. These register can also be XOR:ed with the
correct check bits on a write. See the error status/control register for how this is done.

9.3.6 Error injection

Error injection can be performed for data and tag lines either by modifying the value or the checkbits.
The checkbits can be modified by defining a mask that will be XOR:ed with the generated checkbits
or by defining the full checkbits to be written via the tag-check-bit register or data-check-bit-registers.
The value can be modified by performing a diagnostic access while keeping the existing checkbits.

EDAC checkbits can be modified on a regular cache access by setting the xor-check-bit field in the
error status/control register the data EDAC check bits will be XOR:ed with the data-check-bit register
on the next write, or the tag EDAC check bits will be XOR:ed with the tag-check-bit register on the
next tag replacement. The tag check bit manipulation is only done if the tag-check-bit register is not
zero. The xor-check-bit is reset on the next tag replacement or data write. Errors can also be injected
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by writing an address together with the inject bit to the “Error injection” register. This will XOR the
check-bits for the specified address with the data-check-bit register. If the specified address in not
cached, the cache contents will be unchanged.

9.3.7 AHB slave interface

The cache can accept 8-bit (byte), 16-bit (half word), 32-bit (word), 64-bit, and 128-bit single
accesses and also 32-bit, 64-bit, and 128-bit burst accesses. For an access during a flush operation, the
cache will respond with an AHB SPLIT response or with wait-states. For an uncorrectable error or a
backend AHB error on a read access, the cache will respond with an AMBA ERROR response. For a
correctable data error which require a cache line to be re-fetched from memory the cache will respond
with a AMBA RETRY response.

9.3.8 AHB master interface

The master interface is the cache’s connection to the memory controller. During cache line fetch, the
controller can issue either a 32-bit, 64-bit or 128-bit burst access. For a non cachable access and in
write-through mode the cache can also issue a 8-bit (byte), 16-bit (half word), 32-bit (word), 64-bit, or
128-bit single write access.

9.3.9 Cache status

The cache controller has a status register that provides information on the cache configuration (multi-
way configuration and set size). The cache also provides access, hit and error correction counters via
the LEON4 statistics unit (see section 26).

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 95 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

GR740

rRONTGRADE

Gaisler

9.4  Registers

The cache is configured via registers mapped into the AHB memory address space.

Table 68. L2C: AHB registers

AHB address offset Register

0x00 Control register

0x04 Status register

0x08 Flush (Memory address)
0x0C Flush (set, index)

0x10 - 0x1C Reserved

0x20 Error status/control
0x24 Error address

0x28 TAG-check-bit

0x2C Data-check-bit

0x30 Scrub Control/Status
0x34 Scrub Delay

0x38 Error injection

0x3C Access control

0x50 Error handling / injection configuration
0x80 - OxFC MTRR registers

0x80000 - 0x8FFFC

Diagnostic interface (Tag)
0x80000: Tag 1, way-1
0x80004: Tag 1, way-2
0x80008: Tag 1, way-3
0x8000C: Tag 1, way-4
0x80010: Tag check-bits way-0,1,2,3 (Read only)
bit[31] = RESERVED
bit[30:24] = check-bits for way-1.
bit[23] = RESERVED
bit[22:16] = check-bits for way-2.
bit[15] = RESERVED
bit[14:8] = check-bits for way-3.
bit[7] = RESERVED
bit[6:0] = check-bits for way-4.
0x80020: Tag 2, way-1
0x80024: ...

0x200000 - 0x3FFFFC

Diagnostic interface (Data)

0x200000 - 0x27FFFC: Data or check-bits way-1
0x280000 - 0x2FFFFF: Data or check-bits way-2
0x300000 - 0x27FFFC: Data or check-bits way-3
0x380000 - 0x3FFFFF: Data or check-bits way-4

When check-bits are read out:

Only 32-words at offset 0x0, 0x10, 0x20,... are valid check-bits.
bit[31:28] = RESERVED
bit[27:21] = check-bits for data word at offset 0x0.
bit[20:14] = check-bits for data word at offset 0x4.
bit[13:7] = check-bits for data word at offset 0x8.
bit[6:0] = check-bits for data word at offset Oxc.
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Control register

Table 69. 0x00 - L2CC - L2C Control register

31

29 28 27

19 18 16 15 12 1" 8 7 6 5 4 3 2 1 0

EN

ED
AC

REPL

RESERVED BBS INDEX-WAY LOCK RES |HP |HP|UC|HC |WP|HP

0

0 0b100 0 0 0O |00 0|0]|O0]O

w

9.4.2

31

30

29:

27:
18:

15:

28

19
16

12

Cache enable (EN) - When set, the cache controller is enabled. When disabled, the cache is
bypassed.

EDAC enable (EDAC)

Replacement policy (REPL) -

00: LRU

01: (pseudo-) random

10: Master-index using index-replace field
11: Master-index using the modulus function
RESERVED

Backend bus size configuration (BBS) -
“100”: Configure backend bus size to 128-bit.
“011”: Configure backend bus size to 64-bit.
“010”: Configure backend bus size to 32-bit.
“000”: No configuration update is done.
Other values: not supported.

Master-index replacement (INDEX-WAY)) - Way to replace when Master-index replacement policy
and master index is larger than number of ways in the cache.

Locked ways (LOCK) - Number of locked ways.
RESERVED

HPROT read hit bypass (HPRHB) - When set, a non-cacheable and non-bufferable read access will
bypass the cache on a cache hit and return data from memory. Only used with HPROT support.

HPROT bufferable (HPB) - When HPROT is used to determine cachability and this bit is set, all
accesses is marked bufferable.

Bus usage status mode (UC) - 0 = wrapping mode, 1 = shifting mode.
Hit rate status mode (HC) - 0 = wrapping mode, 1 = shifting mode.

Write policy (WP) - When set, the cache controller uses the write-through write policy. When not
set, the write policy is copy-back.

HPROT enable (HP) - When set, use HPROT to determine cachability.

Status register

Table 70. 0x04 - L2CS - L2C Status register

31 25 24 23 22 21 16 15 13 12 2 1 0
RESERVED LS | AT |MP MTRR BBUS-W WAY-SIZE WAY
0 001 16 1 . 3|
r r r r r r r r
31:25 RESERVED
24 Cache line size (LS) - 1 = 64 bytes, 0 = 32 bytes.
23 Access time (AT) - Access timing not simulated.
22 Memory protection (MP) - implemented
21: 16 Memory Type Range Registers (MTRR) - Number of MTRR registers implemented (16)
15: 13 Backend bus width (BBUS-W) Set to 1 = 128-bit.
12:2 Cache way size (WAY-SIZE) - Size in kBytes
1: 0 Multi-Way configuration (WAY)
Set to “11%“: 4-way
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9.4.3 Flush memory address register

Table 71. 0x08 - L2CFMA - L2C Flush (Memory address) register

31 5 4 3 2 0
Memory Address (ADDR) R |DI| FMODE
NR ) 0
w r w rw

Memory Address (ADDR) - (For flush all cache lines, this field should be set to zero)
RESERVED

Cache disable (DI) - Setting this bit to ‘1’ is equal to setting the Cache enable bit to ‘0’ in the Cache
Control register

Flush mode (FMODE) -

“001*: Invalidate one line, “010”: Write-back one line, “011°: Invalidate & Write-back one line.
“101°: Invalidate all lines, “110”: Write-back all lines, “111*: Invalidate & Write-back all lines.
Only dirty cache lines are written back to memory.

9.4.4 Flush set/index register

Table 72. 0x0C - L2CFSI - L2C Flush (Set, Index) register

31 16 M0 9 8 7 6 5 4 3 2 1 0
INDEX / TAG FL|vB|DB| R | WAY | DI \WF| FMODE
NR 0/0|0 O 0 0|0 0
w W irw|rw/| r w W | w w
31: 16 Cache line index (INDEX) - used when a specific cache line is flushed
31: 10 (TAG) - used when “way flush” is issued. If a specific cache line is flushed, bit should be set to zero.
When a way flush is issued, the bits in this field will be written to the TAGs for the selected cache
way.
9 Fetch Line (FL) - If set to ‘1’ data is fetched form memory when a “way flush” is issued. If a specific
cache line is flushed, this bit should be set to zero
8 Valid bit (VB) - used when “way flush” is issued. If a specific cache line is flushed, this bit should be
set to zero.
7 Dirty bit (DB) - used when “way flush” is issued. If a specific cache line is flushed, this bit should be
set to zero
6 RESERVED
4 Cache way (WAY) -
Cache disable (DI) - Setting this bit to ‘1’ is equal to setting the Cache enable bit to ‘0’ in the Cache
Control register.
2 Way-flush (WF) - When set one way is flushed, If a specific cache line should be flushed, this bit
should be set to zero
1: 0 Flush mode (FMODE) -
line flush:
“01“: Invalidate one line
“10”: Write-back one line (if line is dirty)
“11°: Invalidate & Write-back one line (if line is dirty).
way flush:
“01“: Update Valid/Dirty bits according to register bit[8:7] and TAG according to register
bits[31:10]
“10”: Write-back dirty lines to memory
“11*: Update Valid/Dirty bits according to register bits [8:7] and TAG according to register
bits[31:10], and Write-back dirty lines to memory.
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9.4.5 Error status/control register
Table 73. 0x20 - L2CERR - L2CError status/control register
31 28 27 26 24 23 22 21 20 19 18 16 15 12 1 8 7 6 5 4 3 2 1 0
AHB S TYPE T|C|M|V | D Correctable IRQ IRQ Select | Select | X |[R | C | R
master C A/O|U A I error pending mask CB TCB |[C|C|O|S
index R G/ R|L|L|S counter B|B|M|T
U [ |1 |T|1]E P
B D U|I |D R
A|C E
T|O S
AR P
NR NR NR NRINR|NR|NR| 0 NR NR 0 0 0 0Oj0j0|O

r r r r r r r|mw r r w w 'w Wi rw|rw,| w

31:28 AHB master that generated the access

27 Scrub error (SCRUB) - Indicates that the error was trigged by the scrubber.

26: 24 Access/Error Type: (TYPE) -

000: cache read, 001: cache write, 010: memory fetch, 011: memory write,
100: Write-protection hit, 101: backend read AHB error, 110: backend write AHB error

23 Tag or data Error - 0 tag error, 1: data error

22 Correctable or uncorrectable error - 0: correctable error, 1: uncorrectable error

21 Multiple error (MULT]I) - set when multiple errors has been detected.

20 Error status valid (VALID) - register contains valid error status.

19 Disable error responses for uncorrectable EDAC error (DISERESP).

18: 16 Correctable error counter

15:12 Interrupt pending
bit3: Backend AHB error bit2: Write-protection hit
bitl: Uncorrectable EDAC error  bit0: Correctable EDAC error

11: 8 Interrupt mask (if set this interrupt is unmasked)
bit3: Backend AHB error bit2: Write-protection hit
bitl: Uncorrectable EDAC error bit0: Correctable EDAC error

7. 6 Selects (CB) - data-check-bits for diagnostic data write:

00: use generated check-bits

01: use check-bits in the data-check-bit register

10: XOR check-bits with the data-check-bit register

11: use generated check-bits

Note: If this field is set to "01" or "10" then check-bits are overridden for all accesses. To get con-
trolled error injection, the internal scrubber should be disabled and no accesses should be made to
the Level-2 cache.

50 4 Selects (TCB) - tag-check-bits for diagnostic tag write:

00: use generated check-bits

01: use check-bits in the tag-check-bit register

10: XOR check-bits with the tag-check-bit register

11: use generated check-bits

Note: If this field is set to "01" or "10" then check-bits are overridden for all accesses. To get con-
trolled error injection, the internal scrubber should be disabled and no accesses should be made to
the Level-2 cache.

3 Xor check-bits (XOR) - If set, the check-bits for the next data write or tag replace will be XOR:ed
withe the check-bit register. Default value is 0.

2 Read check-bits (RCB) - If set, a diagnostic read to the cache data area will return the check-bits
related to that data.When this bit is set, check bits for the data at offset 0x0 - Oxc can be read at offset
0x0, the check bits for data at offset 0x10 - Ox1c can be read at offset 0x10, ...

1 Compare error status (COMP) - If set, a read access matching a uncorrectable error stored in the
error status register will generate a AHB error response. Default value is 0.

0 Resets (RST) - clear the status register to be able to store a new error. After power up the status reg-
ister needs to be cleared before any valid data can be read out.
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9.4.6 Error address register

Table 74. 0x24 - L2CERRA - L2C Error address register
31

0
Error Address (EADDR)
NR
r
31: 0 Error Address (EADDR)
9.4.7 TAG check bits register
Table 75. 0x28 - L2CTCB - L2C TAG-Check-Bits register
31 7 6 0
RESERVED TCB
0 0
r w
31:7 RESERVED
6: 0 TAG Check-bits (TCB) - Check-bits which can be selected by the “Select check-bit“ field in the
error status/control register for TAG updates
9.4.8 Data check bits register
Table 76. 0x2C - L2CCB - L2C Data-Check-Bits register
31 28 27 0
RESERVED CB
0 0
r w
31:28 RESERVED
27:0 Data Check-bits (CB) - Check-bits which can be selected by the “Select check-bit* field in the error
status/control register for TAG updates
9.4.9 Scrub control/status register
Table 77. 0x30 - L2ZCSCRUB - L2C Scrub control/status register
31 16 15 6 5 4 3 2 1 0
INDEX RESERVED WAY RES F;\IE EN
0 0 0 0 0|0
w r w r w | rw
31: 16 Scrub Index (INDEX) - Index for the next line scrub operation
15:5 RESERVED
50 4 Scrub Way (WAY) - Way for the next line scrub operation
3: 2 RESERVED
1 Scrub Pending (PEN) - Indicates when a line scrub operation is pending. When the scrubber is dis-
abled, writing ‘1’ to this bit scrubs one line.
0 Scrub Enable (EN) - Enables / disables the automatic scrub functionality.
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9.4.10 Scrub delay register
Table 78. 0x34 - L2CSDEL - L2C Scrub delay register
31 16 15 0
RESERVED DEL
0 0
r w
31: 16 RESERVED
15:0 Scrub Delay (DEL) - Delay the scrubber waits before issue the next line scrub operation
9.4.11 Error injection register
Table 79. 0x38 - L2CEINJ - L2C Error injection register
31 2 1 0
ADDR R [INJ
0 0|0
rw r|rw
31:2 Error Inject address (ADDR)
RESERVED
0 Inject error (INJ) - Set to ‘1’ to inject a error at “address”.
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9.4.12 Access control register

Table 80. 0x3C - L2CACCC - L2C Access control register

31 %5 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
RESERVED D |SH| RES |SP|NH|BE|OA|FLI|DB|128| R |[DB|SP| R
s LIT| M |RR|PM|NE | PF |WF PW/LIT
Q S
C
0 ojo|f 0O |O0O|O|O|O|O|O|O|JO|0O]|O0O]O
r w*irw| r W rw|rw rw|mw/ rw/mw/|r | mw/rmw|r
31: 15 RESERVED
14 Disable cancellation and reissue of scrubber operation (DSC)
This field must be set to *1” for correct operation, see section 43.2.3.
13 Scrubber hold (SH) - This field must be set to *1° for correct operation, see section 43.2.3.
12: 11 RESERVED
10 SPLIT queue write order (SPLITQ) When set, all write accesses (except locked) will be placed in the
split queue when the split queue is not empty
9 No hit for cache misses (NHM) - When set, the unsplited read access for a read miss will not trig the
access/hit counters.
8 Bit error status (BERR) - When set, the error status signals will represent the actual error detected
rather then if the error could be corrected by refetching data from memory.
7 One access/master (OAPM) - When set, only one ongoing access per master is allowed to enter the
cache. A second access would receive a SPLIT response
6 (FLINE) - When set, a cache line fetched from memory can be replaced before it has been read out
by the requesting master.
5 Disable bypass prefetching (DBPF) - When set, bypass accesses will be performed as single accesses
towards memory.
4 128-bit write line fetch (128 WF) - When set, a 128-bit write miss will fetch the rest of the cache
from memory.
RESERVED
Disable wait-states for discarded bypass data (DBPWS) - When set, split response is given to a
bypass read access which data has been discarded and needs to refetch data from memory.
1 Enabled SPLIT response (SPLIT) - When set the cache will issue a AMBA SPLIT response on
cache miss
0 RESERVED
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9.4.13 Error Handling / Injection configuration

Table 81. 0x50 - L2CEINJCFG - L2C injection configuration register

31

RESERVED RES

2 o|—-om 3
2|olmm-| ©
2/ ol0Z2—-

31: 11
10

RESERVED

(EDI) - Enable invalidation off cache line with un-correctable data error.
When set to 1 and a un-correctable data error is detected, the cache line will be invalidated (remov-
ing the error form the cache).

(TER) - Disable error response on un-correctable TAG error detection.

When set to 0 the access detecting a un-correctable TAG error would generate a AMBA error
response. When set to 1 this access would not generate an error response.

(IMD) - Disable index match only after un-correctable TAG error.

When set to 1 the TAG and INDEX are matched against the error address register after a detected
un-correctable TAG error. When set to 0 only the INDEX are matched against the error address reg-
ister.

RESERVED

9.4.14 Memory type range registers

Table 82. 0x80-FC - L2ZCMTRR - L2C Memory type range register

31 18 17 16 15 2 1 0
ADDR ACC MASK WP|AC
0 0 0 0|0
w w w w | rw
31: 18 Address field (ADDR) - to be compared to the cache address [31:18]
17: 16 Access field (ACC) - 00: uncached, 01: write-through, Other values: copy-back or write-through as
configured by L2CC.WP
15:2 Address mask (MASK) - Only bits set to 1 will be used during address comparison
1 Write-protection (WP) - 0: disabled, 1: enabled
0 Access control field (AC) -. 0: disabled, 1: enabled
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10

10.1

10.2

10.3

SDRAM Memory Controller with Reed-Solomon EDAC

Overview

The SDRAM memory controller is a 64+32-bit memory controller which is divided into a front-end
and a back-end part.

AHB Front-end Read/Write SDR back-end  i¢—p to SDRAM

AHB slave I/F€—»  \ith EDAC N data buffers

v
A
A 4

mem_ifwidth J

mem_ifwidth

Figure 10. Memory controller connected to AMBA bus and SDRAM

Operation

10.2.1 Memory data width

The controller supports a full-width and a half-width mode, selected via the MEM_IFWIDTH input
signal. In full-width mode, the memory bus has 64 data bits, and 0,16 or 32 check bits depending on
EDAC configuration. In half-width mode, the memory bus has 32 data bits, plus 0,8 or 16 check bits.

10.2.2 Memory access

When an AHB access is done to the controller, the corresponding request is sent to the memory back-
end which performs the access. For read bursts, the controller streams the read data so each burst item
is delivered to the bus as soon as it arrives and wait states are added as needed between each part of
the burst.

The controller has a write buffer holding one write access in EDAC configuration, and two write
accesses in non-EDAC configuration. Each write access can be up to the configured burst length in
size. The controller will mask the write latency by storing the data into the write buffer and releasing
the AHB bus immediately. The latency will be seen however if a read access is done before the writes
have completed or an additional write access is made when all buffers are used.

Writes of 32 bits or less will result in a read-modify-write cycle to update the checkbits (this is done
even if EDAC has been disabled in the control register). In this case, the memory controller generates
wait states on the AHB bus until the read part of the cycle has completed.

Limitations

The AHB front-end with EDAC is optimized for 64/128-bit masters and does not handle 32-bit bursts
efficiently, each access will result in a RMW cycle in the write case, and a read cycle in the read case.
In this device, this case only happens when the Level-2 cache is disabled or set to write-through
mode.
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10.4 SDRAM back-end operation

10.4.1 General

Synchronous dynamic RAM (SDRAM) access is supported to 1-4 external banks of PC100 compati-
ble devices. Each external bank has a separate chip select signal mapped to pins according to table 85.
The controller supports devices with 8 - 12 column-address bits, up to 13 row-address bits, and 4
internal banks. The size of each of the external banks can be programmed in binary steps between 4
Mbyte and 512 Mbyte in half-width mode, and between 8 Mbyte and 1 Gbyte in full-width mode. The
operation of the SDRAM controller is controlled through the configuration register SDCFG (see sec-
tion 10.6).

10.4.2 Initialization

When the SDRAM controller enters the enabled state, it automatically performs the SDRAM initial-
ization sequence of PRECHARGE, 8x AUTO-REFRESH and LOAD-MODE-REG on both banks
simultaneously. The mode register is programmed as shown in the Table 86. The SDRAM controller
is enabled by setting SDFCG1.RF to 1. The controller programs the SDRAM to use page burst on
read accesses and single location access on write accesses.

10.4.3 Read and write cycles

A read cycle is started by performing an ACTIVATE command to the desired bank and row, followed
by a READ command with data read after the programmed CAS delay. The read cycle is terminated
with a PRE-CHARGE command, no banks are left open between two accesses.

Write cycles are performed similarly to read cycles, with the difference that WRITE commands are
issued after activation.

10.4.4 Configurable SDRAM timing parameters

To provide optimum access cycles for different SDRAM devices (and at different frequencies), three
SDRAM parameters can be programmed through the memory configuration register (SDCFG):
TCAS, TRP and TRFCD. The value of these fields affect the SDRAM timing as described in table 83.

Table 83. SDRAM programmable minimum timing parameters

SDRAM timing parameter Minimum timing (clocks)
CAS latency, RAS/CAS delay (tcas, tRep) TCAS +2

Precharge to activate (tgp) TRP +2

Auto-refresh command period (tgpc) TRFC +3

Activate to precharge (tgag) TRFC + 1

Activate to Activate (tg() TRP + TRFC + 4

If the TCAS, TRP and TRFC are programmed such that the PC100 specifications are fulfilled, the
remaining SDRAM timing parameters will also be met. The table below shows typical settings for
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100 MHz operation and the resulting SDRAM timing (in ns). Note that in addition to these settings,
the setup and hold timings must be satisfied to use the memory at a specific frequency.

Table 84. SDRAM example programming

SDRAM settings tcas trc trp tRrC tRAs
100 MHz, CL=2; TRP=0, TCAS=0, TRFC=4 20 80 20 70 50
100 MHz, CL=3; TRP=0, TCAS=1, TRFC=4 30 80 20 70 50

10.4.5 Refresh

The SDRAM controller contains a refresh function that periodically issues an AUTO-REFRESH
command to both SDRAM banks. The period between the commands (in clock periods) is pro-
grammed in the refresh counter reload field in the SDCFG register. Depending on SDRAM type, the
required period is typically 7.8 or 15.6 us (corresponding to 780 or 1560 clocks at 100 MHz). The
generated refresh period is calculated as (reload value+1)/(SDRAM memory clock frequency). The
refresh function is enabled by setting bit 31 in the SDCFG register.

10.4.6 2T signaling mode

An alternative mode is supported in the controller where all address and control signals except for the
chip select is set for an extra cycle with chip select deasserted before the command is issued. This
improves the board timing analysis for these signals since an extra cycle of setup time is achieved.
The price of this is one extra SDRAM cycle of latency for the ACTIVATE command, resulting in one
cycle extra read latency, and also one extra cycle for the REFRESH. Also due to internal design rea-
sons, one extra cycle before PRECHARGE after a read burst (but not after writing) is also inserted,
however this does not affect latency as it is done in parallel with the transfer of read data to the AHB
domain.

The 2T signaling mode is activated by setting the EN2T bit in the SDRAM configuration register 2
SDCFQG2) register.

In order for the 2T signaling mode to work, the mode register needs to be programmed for length-2
read and length-2 write bursts. Therefore, after changing the EN2T setting, the LOAD-MODE-REG-
ISTER command must be reissued by writing to the SDRAM command configuration register field
before proceeding with additional accesses.

10.4.7 Double chip select mode

As the 2T signaling mode improves analog setup time for all control signals except chip select, an
additional setting exists to group the four chip select outputs into two chip selects, where each chip
select signal is driven identically on two outputs in parallel. On the board, the two copies can each
then be routed to half of the SDRAM devices and thereby reduce the capacitive load on each output.

Table 85. Mapping of chip selects to I/Os

Pin Function DCS=0 Function DCS=1
mem_sn(0) CS(0) CS(0)
mem_sn(1) CS(1) CS(0)
mem_addr(13) | CS(2) CS(1)
mem_addr(14) | CS(3) CS(1)

10.4.8 SDRAM commands

The controller can issue four SDRAM commands by writing to the SDRAM command field in the
SDRAM Configuration register: PRE-CHARGE, AUTO-REFRESH and LOAD-MODE-REG
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(LMR). The command field will be cleared after a command has been executed. When first enabling
the SDRAM controller by setting SDCFG1.RF to 1, the command field (SDCFG1.COMMAND)
must be set to zero. Otherwise the first command of the initialization sequence (see section 10.4.2)
may be corrupted.

The command field in the SDCFG1 register which is readable/writable by software is also used inter-
nally by the controller to implement the initialization sequence and the periodic auto-refresh. To avoid
interfering with these functions, software that is setting the COMMAND field to a non-zero value has
to take precautions:

+ The COMMAND field should not be written at the same time or shortly after (within 256
SDRAM clock cycles) of changing the RF bit from 0 to 1 as that may lead to an not performing
the initialization sequence correctly.

*  Awrite into the COMMAND field by software could happen at the exact same time as a periodic
refresh was about to be sent out. If this happens, the software write will take precedence and
therefore the periodic auto-refresh command will not be sent out to the SDRAM. To compensate
for this possibility and ensure the minimum rate of auto-refresh commands is not exceeded, soft-
ware that sends out a command manually could do an additional write of “100” to the COM-
MAND field to send out an extra auto-refresh command.

Note that when changing the value of the CAS delay or enabling/disabling 2T signaling, a LOAD-
MODE-REGISTER command should be generated at the same time to update the mode register. The
mode register is programmed as shown in table 86.

Table 86. SDRAM controller mode register programming

Mode register bit | 12..10 |9 8 7 6 |5 |4 3 2 [t o
(reserved) | WB Op Mode CAS Latency BT Burst length
Controller setting | 0 not 0 0 0 1 CL 0 0 0 EN2T
EN2T

10.4.9 Address bus connection

The SDRAM address bus should be connected to mem_addr[12:0], the bank address to mem_ba[1:0],
and the data bus to mem_dq[63:0] or mem_dq[31:0] if a 32-bit SDRAM data bus is used. Checkbits
should be tied to mem_dq[95:64] in full-width mode and mem_dq[79:64] in half-width mode.

10.4.10 Command sequences

Below illustrates the sequences of commands issued by the SDRAM controller for read and write
bursts at the minimum delay settings. CS and DQM in the table refers to the CS and DQM belonging
to the selected address and size, unused banks and byte lanes are kept at 1 throughout the access.
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Table 87. Length-4 read access command sequence

Cycle 2T signaling disabled 2T signaling enabled

CSn | CMD DQM | BA Addr CSn | CMD DQM BA Addr
- 1 (NOP) (1) - - 1 (NOP) 1 - -
0 0 RAS €)) Bank Row 1 (RAS) 1 (Bank)  (Row)
1 0 NOP 1 (Bank) (Row) 0 RAS 1 Bank Row
2 0 READ 0 Bank Col 1 (READ) 1 (Bank)  (Col)
3 0 READ 0 Bank Col+1 0 READ 0 Bank Col
4 0 READ 0 Bank Col+2 1 (READ) 0 (Bank)  (Col+2)
5 0 READ 0 Bank Col+3 0 READ 0 Bank Col+2
6 0 READ* 0 Bank Col+4 1 (READ) 0 (Bank)  (Col+4)
7 0 READ* 0 Bank Col+5 0 READ* 0 Bank Col+4
8 0 READ* 0 Bank Col+6 1 (READ) 0 (Bank)  Col+6
9 0 PCH 1 Bank (Col+6) 0 READ* 0 Bank Col+6
10 1 (NOP) 1 (Bank) (Col+6) 1 (PCH) 1 (Bank)  (Col+8)
11 1 (NOP) 1 (Bank) (Col+6) 0 PCH 1 Bank (Col+8)
12 ... 1 (NOP) 1 (Bank) (Col+6) 1 NOP 1 (Bank)  (Col+8)

Note: * Dummy read while waiting for end of data, data not used
Table 88. Length-4 write access command sequence

Cycle 2T signaling disabled 2T signaling enabled

CSn | CMD DQM | BA Addr CSn | CMD DQM BA Addr
- 1 (NOP) 1 - - 1 (NOP) 1 - -
0 0 RAS 1 Bank Row 1 (RAS) 1 Bank (Row)
1 0 NOP 1 (Bank) (Row) 0 RAS 1 Bank Row
2 0 WRITE 0 Bank Col 1 (WRITE) 1 Bank (Col)
3 0 WRITE 0 Bank Col+1 0 WRITE 0 Bank Col
4 0 WRITE 0 Bank Col+2 1 (WRITE) 0 Bank (Col+2)
5 0 WRITE 0 Bank Col+3 0 WRITE 0 Bank Col+2
6 0 WRITE 1 Bank Col+4 1 (WRITE) 0 Bank (Col+4)
7 0 PCH 1 Bank Col+5 1 (PCH) 1 Bank (Col+4)
8 1 NOP 1 (Bank) Col+6 0 PCH 1 Bank Col+6
9 1 NOP 1 (Bank) (Col+6) 1 NOP 1 Bank Col+6

10.5 Fault-tolerant operation

10.5.1 Overview

For FT operation, the external memory interface data bus is widened and the extra bits are used to
store 16 or 32 checkbits corresponding to each 64 bit data word. The variant to be used can be config-
ured at run-time depending on the connected data width and the desired level of fault tolerance.

When writing, the controller generates the check bits and stores them along with the data. When read-
ing, the controller will transparently correct any correctable bit errors and provide the corrected data
on the AHB bus. However, the corrected bits are not written back to the memory so external scrub-
bing is necessary to avoid uncorrectable errors accumulating over time.
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An extra corrected error output signal is asserted when a correctable read error occurs, at the same
cycle as the corrected data is delivered. This signal is connected to the memory scrubber. In case of
uncorrectable error, this is signaled by giving an AHB ERROR response. See also the AMBA
ERROR propagation description in section 5.10.

10.5.2 Error-correction properties

The memory controller uses an interleaved error correcting code which works on nibble (4-bit) units
of data. The codec can be used in two interleaving modes, mode A and mode B.

In mode A, the basic code has 16 data bits, 8 check bits and can correct one nibble error. This code is
interleaved by 4 using the pattern in table 89 to create a code with 64 data bits and 32 check bits.

This code can tolerate one nibble error in each of the A,B,C,D groups shown below. This means that
we can correct 100% of single errors in two adjacent nibbles, or in any 8/16-bit wide data bus lane,
that would correspond to a physical memory device. The code can also correct 18/23=78% of all pos-
sible random two-nibble errors.

This interleaving pattern was designed to also provide good protection in case of reduced (32/16-bit)
bus width with the same data-checkbit relation, so software will see the exact same checkbits on diag-
nostic reads.

In mode B, the basic code has 32 data bits, 8 check bits and can correct one nibble error. This code is
then interleaved by a factor of two to create a code with 64 data bits and 16 check bits.

Table 89. Mode Ax4 interleaving pattern (64-bit data width)
63:60 59:56 55:52 51:48 47:44 43:40 39:36 35:32 31:28 27:24 2320 19116 15:12 11:8 74 3:0

[c[po[afB[af]B]c|o]Bs]a]p]c]|pJ]c[e]Aa]
95:92 91:88 87:84 83:80 79:76 75:72 71:68 67:64
| ch | ch | Acb | Bcb | ch | ch | Acb | Bcb |

Table 90. Mode Bx2 interleaving pattern (64-bit data width)
63:60 59:56 55:52 51:48 47:44 43:40 39:36 35:32 31:28 2724 2320 19116 15:12 11:8 7:4 3:0

[~ [ 8 [afB[afB]a]Be|[B]a]s]|a]e]a]es]a]
79:76  75:72 71:68 67:64
|Acb|Bcb|Acb|Bcb|

Table 91. Mode Ax4 interleaving pattern (32-bit data width)
95:80 79:76 7572 71:68 67:64 63:32 31:28 27:24 23:20 19116 15:12 11:8 74 3:0

Ceb Dep Ach Beo - C D A B A B C D
Bep Acp Dcp Cep - B A D C D C B

Table 92. Mode Bx2 interleaving pattern (32-bit data width)
95:80 79:76 7572 71:68 67:64 63:32 31:28 27:24 23:20 19116 15:12 11:8 74 3:0

A | Beo - A B A B A B A B
Boo | Aw - B A B A B A B A

10.5.3 Data transfers

There is no extra time penalty in the case data is corrected compared to the error-free case.

Only writes of 64 bit width or higher will translate directly into write cycles to the external memory.
Other types of write accesses will generate a read-modify-write (RMW) cycle in order to correctly
update the check-bits. In the special case where an uncorrectable error is detected while performing
the RMW cycle, the write is aborted and the incorrect checkbits are left unchanged so they will be
detected upon the next read.
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10.5.4 Configuration

Checkbits are always generated when writing even if EDEN is disabled. Which type of code, A or B,
that is used can be controlled by the CODE field in the MUXCFG register. If the code is changed
during operation, you will need to re-initialize the memory to regenerate the check-bits with the new
code. One way to do this is to clear EDEN and then read and rewrite the memory contents.

Code checking on read is disabled on reset and is enabled by setting the EDEN bit in the MUXCFG
register. Before enabling this, the code to be used should be set in the CODE field and the memory
contents should be (re-)initialized.

10.5.5 Diagnostic checkbit access

The checkbits and data can be accessed directly for testing and fault injection. This is done by writing
the address of into the FTDA register. The check-bits and data can then be read and written via the
FTDC and FTDD registers. Note that for checkbits the FTDA address is 64-bit aligned, while for data
it is 32-bit aligned.

When the FTDC or FTDD registers are accessed, the corresponding access to the address configured
in the FTDA register will be performed to the SDRAM and the read data is returned as if it was the
contents of the register. The access will block with wait states until the access has completed, and
unlike regular accesses so also writes will always block.

After the diagnostic data register has been read, the FT control register bits 31:19 can be read out to
see if there were any correctable or uncorrectable errors detected, and where the correctable errors
were located. There is one bit per byte lane describing where any correctable errors occurred. Note
that the location mask is not valid if there were uncorrectable errors.

10.5.6 Code boundary

The code boundary feature allows you to gradually switch the memory from one interleaving mode to
the other and regenerate the checkbits without stopping normal operation. This can be used when
recovering from memory faults, as explained further below.

If the boundary address enable (BAEN) control bit is set, the controller will look at the address of
each access, and use the interleaving mode selected in the CODE field for memory accesses above or
equal to the boundary address, and the opposite code for memory accesses below to the boundary
address.

If the boundary address update (BAUPD) control bit is also set, the controller will shift the boundary
upwards whenever the the address directly above the boundary is written to. Since the written data is
now below the boundary, it will be written using the opposite code. The write can be done with any
size supported by the controller.

10.5.7 Data multiplexing

When code B is used instead of code A, the upper half of the checkbits become unused. The controller
supports switching in this part of the data bus to replace another faulty part of the bus. To do this, one
sets the DATAMUX field to a value between 1-4 to replace a quarter of the data bus, or to 5 to replace
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the active checkbit half. When writing, the selected part will also be written into the top bits, and
when reading the top bits will be copied over into the selected part.

Table 93. DATAMUX configurations

mem_ifwidth | DATAMUX Top bits swapped in Replaced "faulty" slice

- 0 No swapping

0 1 mem_dq(95:80) mem_dq(15:0)
2 mem_dq(31:16)
3 mem_dq(47:32)
4 mem_dq(63:48)
5 mem_dq(79:64)

1 1 mem_dq(79:72) mem_dq(7:0)
2 mem_dq(15:8)
3 mem_dq(23:16)
4 mem_dq(31:24)
5 mem_dq(71:64)

10.5.8 Memory fault recovery

The above features are designed to make the system capable to deal with a permanent fault in an
external memory chip.

A basic sequence of events is as follows:
1. The system is running correctly with EDAC enabled and the larger code A is used.

2. A memory chip gets a fault making the SDRAM deliver incorrect data on one byte lane. The
memory controller keeps delivering error-free data but reports a correctable error on every read
access.

3. A logging device (the memory scrubber) registers the high frequency of correctable errors and
signals an interrupt.

4. The CPU performs a probe using the FT diagnostic registers to confirm that the error is perma-
nent and on which physical lane the error is.

5. After determining that a permanent fault has occurred, the CPU reconfigures the memory con-
troller as follows (all configuration register fields changed with a single register write):

The data multiplexing control field is set so the top checkbit half replaces the failed part of the
data bus.

The code boundary register is set to the lowest memory address.
The boundary address enable and boundary address update enable bits are set.
The mask correctable error bit is set

6. The memory data and checkbits are now regenerated using locked read-write cycles to use the
smaller code and replace the broken data with the upper half of the checkbit bus. This can be done in
hardware using the memory scrubber.

7.  After the whole memory has been regenerated, the CPU disables the code boundary, changes the
code selection field to code B, and unsets the mask correctable error bit.

After this sequence, the system is now again fully operational, but running with the smaller code and
replacement chip and can again recover from any single-nibble error. Note that during this sequence,
it is possible for the system to operate and other masters can both read and write to memory while the
regeneration is ongoing.
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10.6 Registers

The controller has a register area accessible via the AHB slave interface. The registers should be
accessed with 32-bit reads and writes. The registers are tabulated below.

Table 94. MMCTRL Registers

Offset Register

0x00 SDRAM configuration register 1(SDCFG1)

0x04 SDRAM configuration register 2 (SDCFG2)

0x08 - 0x1C | Reserved

0x20 Mux Configuration Register (MUXCFG)

0x24 Mux Diagnostic Address register (FTDA)

0x28 FT Diagnostic Checkbit register (FTDC)

0x2C FT Diagnostic Data register (FTDD)

0x30 FT Code Boundary Register (FTBND)

0x34 - OxFF Reserved
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10.6.1 SDRAM configuration register 1
Table 95. 0x00 - SDCFG1 - SDRAM configuration register 1
31 30 29 27 26 25 23 22 21 20 18 17 16 15 14 0
RF[tRP| tRFC  [tC| BANKSZ [COLSZ|[COMMAND| R [MS] 64 RFLOAD
011 Ob111 1 0b000 10 0 o|jo|~* NR
w | rw w w w w rw r r r w

31 SDRAM refresh (RF) - If set, the SDRAM refresh will be enabled.

30 SDRAM tRP timing (tRP) - tRP will be equal to 2 or 3 system clocks (0/1). When mobile SDRAM
support is enabled, this bit also represent the MSB in the tRFC timing.

29:27 SDRAM tRFC timing (tRFC) - tRFC will be equal to 3 + field-value system clocks. When mobile
SDRAM support is enabled, this field is extended with the bit 30.

26 SDRAM CAS delay (tC) - Selects 2 or 3 cycle CAS delay (0/1). When changed, a LOAD-COM-
MAND-REGISTER command must be issued at the same time. Also sets RAS/CAS delay (tRCD).

25:23 SDRAM banks size (BANKSZ) - Defines the decoded memory size for each SDRAM chip select,
excluding check bits:

In half-width mode: "000" =4 Mbyte, "001" = 8 Mbyte, "010" = 16 Mbyte .... "111" = 512 Mbyte.
In full-width mode: "000" = 8 Mbyte, "001"= 16 Mbyte, "010" = 32 Mbyte .... "111" = 1024 Mbyte.

22:21 SDRAM column size (COLSZ) - “007=256, “017=512, “10”=1024, “11”=4096 when bit[25:23]=
“1117, 2048 otherwise.

20: 18 SDRAM command (COMMAND) - Writing a non-zero value will generate an SDRAM command:
“010"=PRECHARGE, “100”=AUTO-REFRESH, “110"=LOAD-COMMAND-REGISTER. The
field is reset after command has been executed.

17 RESERVED

16 Mobile SDRAM support (MS) - Disabled

15 64-bit data bus (64) - Reads ‘1’ if memory controller is configured for 64-bit data bus, otherwise ‘0’.
Read-only. Affected by value of MEM_IFWIDTH bootstrap signal.

14: 0 Refresh counted reload value (RFLOAD) - The period between each AUTO-REFRESH command -
Calculated as follows: tREFRESH = ((reload value) + 1) / SDRAM memory clock frequency
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10.6.2 SDRAM configuration register 2
Table 96. 0x04 - SDCFG2 - SDRAM configuration register 2
31 30 29 24 16 15 14 13 12 0
R [CE RESERVED E|D|B RESERVED
N{ic|h
2|S|R
T K
011 0 0|00 0
rojmw r w w* r

31 RESERVED

30 Clock enable (CE) - This value is driven on the CKE inputs of the SDRAM. Should be set to ‘1’ for
correct operation.

29: 16 RESERVED

15 Enable 2T signaling (EN2T)

14 Double chip select mode (DCS)

13 Bus parking enable (BPARK) - When this field is set to *1° the controller will start to drive the
SDRAM DQ bus eight cycles after the controller has entered idle mode. The value driven is the last
value read from the SDRAM bus. Bus parking is used to guarantee defined levels on the data bus
that would otherwise be left floating and avoids the need of external pull-ups on the data bus.

12: 0 RESERVED

Note: After changing the value of SDCFG2.EN2T, the SDRAM mode register must be updated. It is recommended to issue
a complete initialization sequence (see section 10.4.2)
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10.6.3 Mux configuration register

Table 97. 0x20 - MUXCFG - Mux configuration register

31 20 19 18 16 15 12 1 8 7 5 4 3 2 1 0
ERRLOC D | DWIDTH BEID RESERVED | DATAMUX [C[B[BJ[C]E
D E|A|lA|O|D
E M|{U|E|D|E
R PIN|E]|N
R D
0x000 0 * 0b0001 0 0 olofofo]fo
r r r r r w TWI|Irw|(rhwi(rw/|rw

31: 20

19

18: 16
15: 12
11: 8
7.5

S = N W b

Diag data read error location (ERRLOC) - Bit field describing location of corrected errors for last
diagnostic data read. One bit per byte lane in 64+32-bit configuration.

Set high if last diagnostic data read contained an uncorrectable error (read-only)
Data width (DWIDTH) - 010=32+16, 011=64+32 bits

Back-end identifier (BEID) - “0001” - SDRAM

RESERVED

Data mux control (DATAMUX) - setting this nonzero switchess in the upper checkbit half with
another data lane.

For 64-bit interface

000 = no switching

001 = Data bits 15:0, 010 = Data bits 31:16, 011: Data bits 47:32, 100: Data bits 63:48,

101 = Checkbits 79:64, 110,111 = Undefined

Correctable error masking (CEM) - If set to 1, the correctable error signal is masked out.
Enable automatic boundary shifting on write (BAUPD)

Enable the code boundary (BAEN)

Code selection (CODE) - 0=Code A (64+32/32+16/16+8), 1=Code B (64+16/32+8) (FT only)
EDAC Enable (EDEN) - Set to 1 to enable EDAC

10.6.4 FT diagnostic address register

Table 98. 0x24 - FTDA - FT diagnostic address register

31 2 1 0
FTDA RES
0 0
rw r
31:2 Address to memory location for checkbit read/write (FTDA) - 64/32-bit aligned for checkbits/data
1: 0 RESERVED
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10.6.5 FT diagnostic checkbits register
Table 99. 0x28 - FTDC - FT diagnostic checkbits register
31 24 23 16 15 0
CBD CBC CBB CBA
'w 'w w 'w
31:24 Checkbits for part D of 64-bit data word (CBD) - (undefined for code B)
23: 16 Checkbits for part C of 64-bit data word (CBC) - (undefined for code B)
15: 8 Checkbits for part B of 64-bit data word (CBB)
7: 0 Checkbits for part A of 64-it data word. (CBA)

Note that this is a "virtual" register backed by memory, an access to it will result in a corresponding access to the
memory location configured in the FTDA register.

10.6.6 FT diagnostic data register

Table 100.0x2C - FTDD - FT diagnostic data register
31 0
DATA

31:0 Uncorrected data (DATA) - For 32-bit address set in FTDA register

Note that this is a “virtual” register backed by memory, an access to it will result in a corresponding access to the
memory location configured in the FTDA register.

10.6.7 FT boundary address register

Table 101.0x30 - FTBND - FT boundary address register

31 3 2 0
FTBND(31:3) RESERVED
0 0
w 0
31:3 Code boundary address (FTBND) - 64-bit aligned. Field contains address bits 31:3. Bits 2:0 are
always zero.
2: 0 RESERVED
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11

11.1

11.2

Memory Scrubber and AHB Status Register

Overview

The memory scrubber monitors the Memory AHB bus for accesses triggering an AMBA ERROR
response, and for correctable errors signaled from fault tolerant memory controllers on the same bus.
The memory scrubber can be programmed to scrub a memory area by reading through the memory
and writing back the contents using a locked read-write cycle whenever a correctable error is detected.
It can also be programmed to initialize a memory area to known values.

The memory scrubber register interface is largely backward compatible with the AHB status register.

Note that the scrubber is located on the bus between the Level-2 cache and the external memory con-
troller. If the Level-2 cache is enabled and the scrubber is used to initialize external memory then the
Level-2 cache needs to be invalidated to ensure consistency with external memory contents.

AMBA AHB

< Scrubber DMA

Registers

Memory with EDAC  [¢— AHB Error monitor

I

ce

Figure 11. Memory scrubber block diagram

Operation

11.2.1 Errors

All AMBA AHB bus transactions are monitored and current HADDR, HWRITE, HMASTER and
HSIZE values are stored internally. When an error response (HRESP = “01”) is detected, an internal
counter is increased. When the counter increments from “threshold” to “threshold+1” (where “thresh-
old” is a user-programmable value), the status and address register contents are frozen and the New
Error (NE) bit is set to one. At the same time an interrupt is generated, as described hereunder.

The default threshold is zero and enabled on reset so the first error on the bus will generate an inter-
rupt.

The fault-tolerant memory controllers signal an un-correctable error as an AMBA error response, so
that it can be detected by the processor as described above.

11.2.2 Correctable errors

Not only AMBA ERROR responses on the AHB bus can be detected. The memory controllers on the
Memory AHB bus have a correctable error signal that is asserted each time a correctable error is
detected. When such an error is detected, the effect will be the same as for an AHB error response.
The only difference is that the Correctable Error (CE) bit in the status register is set to one when a cor-
rectable error is detected. Correctable and uncorrectable errors use separate counters and threshold
values.
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When the CE bit is set, the interrupt routine can acquire the address containing the correctable error
from the failing address register and correct it. When it is finished it resets the CE bit and the monitor-
ing becomes active again. Interrupt handling is described in detail hereunder.

11.2.3 Scrubbing

The memory scrubber can be commanded to scrub a certain memory area, by writing a start and end
address to the scrubber’s start/end registers, followed by writing “00” to the scrub mode field and ‘1’
to the scrub enable bit in the scrubber control register.

After starting, the memory scrubber will proceed to read the memory region in bursts. The burst size
is fixed to eight 32-bit words. When a correctable error is detected, the scrubber performs a locked
read-write cycle to correct the error, and then resumes the scrub operation.

If a correctable error detected is in the middle of a burst, the following read in the burst is completed
before the read-write cycle begins. The memory scrubber can handle the special case where that
access also had a correctable error within the same locked scrub cycle.

If an uncorrectable error is detected, that location is left untouched.

Note that the status register functionality is running in parallel with the scrubber, so correctable and
uncorrectable errors will be logged as usual. To prevent double logging, the memory scrubber masks
out the (expected) correctable error arising during the locked correction cycle.

To allow normal access to the bus, the memory scrubber sleeps for a number of cycles between each
burst. The number of cycles can be adjusted in the config register.

If the ID bit is set in the config register, the memory scrubber will interrupt when the complete scrub
is done.

11.2.4 Scrubber error counters

The memory scrubber keeps track of the number of correctable errors detected during the current
scrub run and the number of errors detected during processing of the current “count block”. The size
of the count block is 32 bytes, the same size as the burst length.

The memory scrubber can be set up to interrupt when the counters exceed given thresholds. When this
happens, the NE bit, plus one of the SEC/SBC bits, is set in the status register. An interrupt will only
be generated when a counter increments from “threshold” to “threshold+1”. Additional increments
when a counter is already larger than its threshold value will not generate interrupts.

11.2.5 External start

If the ES bit is set in the config register, the scrub enable bit is set automatically when the start input
signal goes high. This can be used to set up periodic scrubbing. The start input signal is connected to
the tick output of timer four on the system’s first general purpose timer unit (GPTIMERO). The tick
output will be high for one clock cycle when the fourth timer underflows.

11.2.6 Memory regeneration

The regeneration mode performs the same basic function as the scrub mode, but is optimised for the
case where many (or all) locations have correctable errors.

In this mode, the whole memory area selected is scrubbed using locked read/write bursts.

If an uncorrectable error is encountered during the read burst, that burst block is processed once again
using the regular scrub routine, and the regeneration mode resumes on the following block. This
avoids overwriting uncorrectable error locations.
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11.2.7 Initialization

The scrubber can be used to write a pre-defined pattern to a block of memory. This is often necessary
on EDAC memory before it can be used.

Before running the initialization, the pattern to be written to memory should be written into the scrub-
ber initialization data register. The pattern has the same size as the burst length, so the corresponding
number of writes to the initialization data register must be made.

11.2.8 Interrupts

After an interrupt is generated, either the NE bit or the DONE bit in the status register is set, to indi-
cate which type of event caused the interrupt.

The normal procedure is that an interrupt routine handles the error with the aid of the information in
the status registers. When it is finished it resets the NE bit in the AHB status register or the DONE bit
in the scrubber status register, and the monitoring becomes active again. Error interrupts can be gener-
ated for both AMBA ERROR responses and correctable errors as described above.

11.2.9 Mode switching

Switching between scrubbing and regeneration modes can be done on the fly during a scrub by modi-
fying the MODE field in the configuration register. The mode change will take effect on the following
scrub burst.

If the address range needs to be changed, then the memory scrubber should be stopped before updat-
ing the registers. This is done by clearing the SCEN bit, and waiting for the ACTIVE bit in the status
register to go low. An exception is when making the range larger (i.e. increasing the end address or
decreasing the start address), as this can be done on the fly.

11.2.10 Dual range support

The scrubber can work over two non-overlapping memory ranges. This feature is enabled by writing
the start/end addresses of the second range into the scrubber’s second range start/end registers and set-
ting the SERA bit in the configuration register. The two address ranges should not overlap.
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11.3  Registers

The memory scrubber is programmed through registers mapped into an I/O region in the AHB
address space. Only 32-bit accesses are supported

Table 102.Memory scrubber registers

AHB address offset Registers

0x00 AHB Status register

0x04 AHB Failing address register

0x08 AHB Error configuration register

0x0C Reserved

0x10 Status register

0x14 Configuration register

0x18 Range low address register

0x1C Range high address register

0x20 Position register

0x24 Error threshold register

0x28 Initialization data register

0x2C Second range start address register

0x30 Second range end address register
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11.3.1 AHB status register

Table 103.0x00 - AHBS - AHB Status register

31 22 21 14 13 12 1" 10 9 8 7 6 3 2 0
CECNT UECNT DONE | RES | SEC | SBC |CE|[NE| HWRITE |HMASTER | HSIZE
0 0 0 0 0 0 0|0 NR NR NR
w w r r w rw w | rw r r r
31:22 Global correctable error count (CECNT) - Global correctable error count
21: 14 Global uncorrectable error count (UECNT) - Global uncorrectable error count
13 Task Completed (DONE): Task completed.
This is a read-only copy of the DONE bit in the status register.
12 RESERVED
11 Scrubber error counter threshold exceeded (SEC) - Scrubber error counter threshold exceeded.
Asserted together with NE.
10 Scrubber block error counter threshold exceeded (SBC) - Scrubber block error counter threshold
exceeded. Asserted together with NE.
9 Correctable Error (CE) - Correctable Error. Set if the detected error was caused by a correctable error
and zero otherwise.
8 New Error (NE) - Deasserted at start-up and after reset. Asserted when an error is detected. Reset by
writing a zero to it.
AMBA write signal (HWRITE) - The HWRITE signal of the AHB transaction that caused the error.
3 AMBA master signal (HMASTER) - The HMASTER signal of the AHB transaction that caused the
erTor.
2: 0 AMBA size signal (HSIZE) - The HSIZE signal of the AHB transaction that caused the error

11.3.2 AHB failing address register

Table 104.0x04 - AHBFAR - AHB Failing Address Register

31 0
AHB FAILING ADDRESS
NR
r
31:0 AHB failing address (AHB FAILING ADDRESS) - The HADDR signal of the AHB transaction that
caused the error.
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11.3.3 AHB error configuration register

Table 105.0x08 - AHBERC - AHB Error configuration register

31 22 21 14 13 2 1 0
CECNTT UECNTT RESERVED C|lU

E|E

c|C

TI|T

E|E

0 0 0|0

w w | rw

31:22

21: 14

13:2

Interrupt threshold value for global correctable error count (CECNTT) - Interrupt threshold value for
global correctable error count

Interrupt threshold value for global uncorrectable error count (UECNTT) - Interrupt threshold value
for global uncorrectable error count

RESERVED
Correctable error count threshold enable (CECTE) - Correctable error count threshold enable

If set to 1, error count incrementing from "threshold" to "threshold+1"(immediately on first error if
threshold is set to 0) will trigger the last error to be held in the status register and an interrupt to be
raised. If set to 0, the interrupt and error holding are disabled for this type of error.

Uncorrectable error count threshold enable (UECTE) - Uncorrectable error count threshold enable

If set to 1, error count incrementing from "threshold" to "threshold+1"(immediately on first error if
threshold is set to 0) will trigger the last error to be held in the status register and an interrupt to be
raised. If set to 0, the interrupt and error holding are disabled for this type of error.

11.3.4 Status register

Table 106.0x10 - STAT - Status register

31 22 21 14 13 12 5 4 2 1 0
RUNCOUNT BLKCOUNT D RESERVED BURSTLEN A
O C
N T
E |
\%
E
0 0 0 0x1 0
r wcC r r r
31:22 Run error count (RUNCOUNT) - Number of correctable errors in current scrub run
21: 14 Block error count (BLKCOUNT) - Number of correctable errors in current block
13 Task completed (DONE) - Task completed.
Needs to be cleared (by writing zero) before a new task completed interrupt can occur.
12:5 RESERVED
4: 1 Burst length (BURSTLEN) - 2-log of AHB bus cycles; “00017=2
0 Current state (ACTIVE) - 0=Idle, 1=Running
GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 122 Kungsgatan | SE-411 19 | Goteborg | Sweden

+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

FRONTGRADE
GR740

11.3.5 Configuration register

Table 107.0x14 - CONFIG - Configuration register

31 16 15 8 7 6 5 4 3 2 1 0
RESERVED DELAY | |R|S|L|MODE]|ES| S
R E|O C
Q R|O E
D AP N
0 0 o|jo0ojo0|o0 0 0|0
r w rwir|[rwfrw w w | rw
31: 16 RESERVED
15:8 Delay time between processed blocks (DELAY) - Defines delay in cycles
7 Interrupt when DONE (IRQD) - Interrupt when task has completed
6 RESERVED
5 Second memory range enable (SERA) - Enables second memory range
4 Loop mode (LOOP) - Restart scrubber when run finishes
3: 2 Operation Mode (MODE) - 00=Scrub, 01=Regenerate, 10=Initialize, 11=Undefined
1 External start enable (ES) - If set to *1’ then external start is enabled.
0 Scrubber enable (SCEN) - Enables scrubber
11.3.6 Range low address register
Table 108.0x18 - RANGEL - Range low address register
31 5 4 0
RLADDR
0 0b00000
w r
31: 0 Scrubber range low address (RLADDR) - The lowest address in the range to be
scrubbed
The address bits below the burst size alignment are constant ‘0’
11.3.7 Range high address register
Table 109.0x1C - RANGEH - Range high address register
31 5 4 0
RHADDR
0 0b11111
w r
31: 0 Scrubber range high address (RHADDR) - The highest address in the range to be
scrubbed
The address bits below the burst size alignment are constant ‘1’
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11.3.8 Position register

Table 110.0x20 - POS - Position register

31 5 4 0
POSITION
0 0b00000
w r
31: 0 Scrubber position (POSITION) - The current position of the scrubber while active,

otherwise zero.

The address bits below the burst size alignment are constant ‘0’
11.3.9 Error threshold register

Table 111.0x24 - ETHRES - Error threshold register

31 22 21 14 13 2 1 0
RECT BECT RESERVED R | B
E|E
c|cC
T(T
E|E
0 0 0 0|0
w w r rw | rw
31:22 Interrupt threshold value for current scrub run correctable error count (RECT)
21: 14 Interrupt threshold value for current scrub block correctable error count (BECT)
13:2 RESERVED
1 Scrub run correctable error count threshold enable (RECTE)

If set to 1, error count incrementing from "threshold" to "threshold+1"(immediately on first error if
threshold is set to 0) will trigger the last error to be held in the status register and an interrupt to be
raised. If set to 0, the interrupt and error holding are disabled for this type of error.

0 Scrub block correctable error count threshold enable (BECTE)

If set to 1, error count incrementing from "threshold" to "threshold+1"(immediately on first error if
threshold is set to 0) will trigger the last error to be held in the status register and an interrupt to be
raised. If set to 0, the interrupt and error holding are disabled for this type of error.

11.3.10 Initialisation data register

Table 112.0x28 - INIT - Initialisation data register

31 22 21 14 13 2 1 0
DATA
w
31: 0 Initialisation data (DATA) - Part of data pattern to be written in initialisation mode. A write opera-

tion assigns the first part of the buffer and moves the rest of the words in the buffer one step.
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11.3.11 Second range low address register
Table 113.0x2C - RANGEL?2 - Second range low address register
31 5 4 0
RLADDR
0 0b00000
w r
31:0 Scrubber range low address (RLADDR) - The lowest address in the range to be
scrubbed (if CONFIG.SERA = 1)
The address bits below the burst size alignment are constant ‘0’
11.3.12 Second range high address register
Table 114.0x30 - RANGEH2 - Second range high address register
31 5 4 0
RHADDR
0 0b11111
w r
31: 0 Scrubber range high address (RHADDR) - The highest address in the range to be
scrubbed (if CONFIG.SERA = 1)
The address bits below the burst size alignment are constant ‘1’
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12 IOMMU - Bridge connecting Master 1/0 AHB bus

12.1 Overview

The IOMMU is a bridge that connects the Master [/O AHB bus to the Processor AHB bus and to the
Memory AHB bus. AHB transfer forwarding is performed in one direction, where AHB transfers to
the slave interface are forwarded to one of the master interfaces. The bridge can be configured to pro-
vide access protection and address translation for AMBA accesses traversing over the core. Access
protection can be provided using a bit vector to restrict access to memory. Access protection and
address translation can also be provided using page tables in main memory, providing full [OMMU
functionality. Both protection strategies allow devices to be placed into eight groups that share data
structures located in main memory. The protection and address translation functionality provides pro-
tection for memory assigned to processes and operating systems from unwanted accesses by units
capable of direct memory access.

Applications of the core include system partitioning, clock domain partitioning, system expansion and
secure software partitioning.

Features offered by the core include:

*  Single and burst AHB transfer forwarding

*  Access protection and address translation that can provide full IOMMU functionality

*  Devices can be placed into groups where a group shares page tables / access restriction vectors
*  Hardware table-walk

«  Efficient bus utilization through data prefetching and posted writes

*  Read and write combining, improves bus utilization and allows connecting cores with differing
AMBA access size restrictions.

12.2 Bridge operation

12.2.1 General

The first sub sections below describe the general AHB bridge function. The functionality providing
access restriction and address translation is described starting with section 12.3. In the description of
AHB accesses below the core propagates accesses from the Master [/O AHB bus to one of its master
interfaces (Processor AHB bus or Memory AHB bus).

The core occupies the full 4 GiB AMBA address space on the Master [/O AHB bus and is capable of
handling single and burst transfers generated by the AHB masters on the Master I/O bus.

For AHB write transfers write data is always buffered in an internal FIFO implementing posted
writes. For AHB read transfers the core uses GRLIB’s AMBA Plug&Play information to determine
whether the read data will be prefetched and buffered in an internal FIFO. If the target address for an
AHB read burst transfer is a prefetchable location the read data will be prefetched and buffered.

The core will insert wait states when handling an access. The core will still issue RETRY when the
core is busy emptying it’s write buffer on the master side.

12.2.2 Multi-bus bridge

The bridge has two AHB master interfaces connected to separate AHB buses. The bus select fields in
the bridge’s Master configuration registers allows the user to select which AHB master interface that
should be used for accesses initiated by a specific master on the Master I/O AHB bus. This selection
can be overridden by a field in the IOPTE when IOMMU protection is enabled. Otherwise the Master
configuration register for a master selects which bus accesses from the master will be propagated to.
The bus selection is valid even if the IOMUU is disabled via the control register’s EN bit.
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The control register field LB selects which AHB master interfaces that should be used when the core
fetches IOPTEs or APV bit vector data from memory (protection data structures described under sec-
tions 12.4 and 12.5).

12.2.3 AHB read transfers

When a read transfer is registered on the slave interface connected to the Master /O AHB bus, the
core will insert wait states. The master interface then requests the bus and starts the read transfer on
the master side. Single transfers on the slave side are normally translated to single transfers with the
same AHB address and control signals on the master side.

If the transfer is a burst transfer to a prefetchable location, the master interface will prefetch data in
the internal read FIFO. If the burst on the slave side was an incremental burst of unspecified length
(INCR), the length of the burst is unknown. In this case the master interface performs an incremental
burst up to a 32-byte address boundary. When the burst transfer is completed on the master side, the
core will return data with zero wait states.

If the burst is to a non-prefetchable area, the burst transfer on the master side is performed using
sequence of NONSEQ, BUSY and SEQ transfers. The first access in the burst on the master side is of
NONSEQ type. Since the master interface can not decide whether the burst will continue on the slave
side or not, the system bus is held by performing BUSY transfers. On the slave side, the master that
initiated the transfer is allowed in bus arbitration. The first access in the transfer is completed by
returning read data. The next access in the transfer on the slave side is extended by asserting
HREADY low. On the master side the next access is started by performing a SEQ transfer (and then
holding the bus using BUSY transfers). This sequence is repeated until the transfer is ended on the
slave side.

In case of an ERROR response on the master side the ERROR response will be given for the same
access (address) on the slave side. SPLIT and RETRY responses on the master side are re-attempted
until an OKAY or ERROR response is received.

12.2.4 AHB write transfers

The core implements posted writes. During the AHB write transfer on the slave side the data is buff-
ered in the internal write FIFO and the transfer is completed on the slave side by always giving an
OKAY response. The master interface requests the bus and performs the write transfer when the mas-
ter bus is granted. If the burst transfer crosses the 32-byte write burst address boundary, a RETRY
response is given. When the core has written the contents of the FIFO out on the master side, the core
will allow the master on the slave side to perform the remaining accesses of the write burst transfer.

12.2.5 Read and write combining

Read and write combining allows the core to assemble or split AMBA accesses on the core’s slave
interface into one or several accesses on the master interface. The effects of read and write combining
is shown in the table below.

Table 115.Read and write combining

Access on slave interface Resulting access(es) on master interface

BYTE or HALF-WORD single read | Single access of same size
access to any area

BYTE or HALF-WORD read burst | Incremental read burst of same access size as on slave interface, the length is the
to prefetchable area same as the number of 32-bit words in the read buffer, but will not cross the read
burst boundary.

BYTE or HALF-WORD read burst | Incremental read burst of same access size as on slave interface, the length is the
to non-prefetchable area same as the length of the incoming burst. The master interface will insert BUSY
cycles between the sequential accesses.
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Table 115.Read and write combining

Access on slave interface Resulting access(es) on master interface
BYTE or HALF-WORD single Single access of same size
write

BYTE or HALF-WORD write burst | Incremental write burst of same size and length, the maximum length is the number
of 32-bit words in the write FIFO.

Single read access to any area Single access of same size

Read burst to prefetchable area Burst of 128-bit accesses up to 32-byte address boundary.

Read burst to non-prefetchable area | Incremental read burst of same access size as on slave interface, the length is the
same as the length of the incoming burst. The master interface will insert BUSY
cycles between the sequential accesses.

Single write Single write access of same size

Write burst Burst write of maximum possible size. The core will use the maximum size (up to
128-bit) that it can use to empty the write buffer.

Read and write combining is disabled for accesses to the area 0xFO000000 - OxFFFFFFFF to prevent
accesses wider than 32 bits to register areas.

12.2.6 Core latency

This section deals with latencies in the core’s bridge function. Access protection mechanisms may add
additional delays, please refer to the description of access protection for a description of additional
delays when access protection and/or address translation is enabled.

Table 116 further down shows core behaviour for a single read access.

Table 116.Example of single read

Clock cycle | Core slave side activity Core master side activity
0 Discovers access and transitions from idle state | Idle
1 Slave side waits for master side, wait states are | Discovers slave side transition. Master interface output
inserted on the AMBA bus. signals are assigned.
2 Bus access is granted, perform address phase.

Register read data and transition to data ready state.

4 Discovers that read data is ready, assign Idle
HREADY output register and data output regis-
ter.

5 HREADY is driven on AMBA bus. Core has

returned to idle state

While the transitions shown in table 116 are simplified they give an accurate view of the core delay. If
the master interface needs to wait for a bus grant or if the read operation receives wait states, these
cycles must be added to the cycle count in the tables.

Table 117 below lists the delays incurred for single operations that traverse the bridge while the bridge
is in its idle state. The second column shows the number of cycles it takes the master side to perform
the requested access, this column assumes that the master slave gets access to the bus immediately
and that each access is completed with zero wait states. The table only includes the delay incurred by
traversing the core. For instance, when the access initiating master reads the core’s prefetch buffer,
each additional read will consume one clock cycle. However, this delay would also have been present
if the master accessed any other slave.

Write accesses are accepted with zero wait states if the bridge is idle, this means that performing a
write to the idle core does not incur any extra latency. However, the core must complete the write
operation on the master side before it can handle a new access on the slave side. If the core has not
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12.3

transitioned into its idle state, pending the completion of an earlier access, the delay suffered by an
access be longer than what is shown in the tables in this section. Accesses may also suffer increased
delays during collisions when the core has been instantiated to form a bi-directional bridge. Locked
accesses that abort on-going read operations will also mean additional delays.

Note that since the core has support for read and/or write combining, the number of cycles required
for the master will change depending on the access size and length of the incoming burst access.

Table 117.Access latencies

Access Master acc. cycles | Slave cycles Delay incurred by performing access over core
Single read 3 1 4 * clke

Burst read with prefetch | 5 + (burst length)* 2 2 * clkgy + (2 + burst length)* clk,q

Single write®* ) 0 0

Burst write®* (2 + (burst length)) | 0 0

* A prefetch operation ends at the address boundary defined by the prefetch buffer’s size
** The core implements posted writes, the number of cycles taken by the master side can only affect the next access.

General access protection and address translation

12.3.1 Overview

The core provides two types of access protection. The first option is to use a bit vector to implement
access restriction on a memory page basis. The second option is to use a page-table to provide access
restriction and address translation. Regardless of the protection strategy, the core provides means to
assign masters on the Master /O AHB bus in groups where each group can be associated with a data
structure (access restriction vector or page table) in memory. The core supports a dynamically config-
urable page size from 4 to 512 KiB.

When a master on the Master I/O AHB bus initiates an access to be propagated, the bridge will first
look at the incoming master’s group assignment setting to determine to which group the master
belongs. When the group is known, the bridge can propagate or inhibit the access based on the group’s
attributes, or determine the address of the in-memory data structures to use for access checks (and
possibly address translation). The in-memory data structure may be cached by the bridge, otherwise
the information will be fetched from main memory.

Once the bridge has the necessary information to process the incoming access, the access will be
either allowed to propagate through the core or, in case the access is to a restricted memory location,
be inhibited. If the access is inhibited, the bridge will issue an AMBA ERROR response to the master
if the incoming access is a read access. The bridge implements posted writes, therefore write opera-
tions will not receive an AMBA ERROR response. An interrupt can, optionally, be asserted when an
access is inhibited. The AHB failing access register can be configured to log the first or most recent
access that was inhibited.

It is possible for masters to access the bridge’s register interface through the bridge. In this case the
bridge will perform an access to itself over the Processor and Slave I/O AHB buses.
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12.3.2 Delays incurred from access protection

The time required for the core’s master interface to start an access may be delayed by access protec-
tion checks. Table 118 below shows the added delays, please refer to section 12.2.6 for a description
of delays from the core’s bridge operation.

Table 118.Access protection check latencies

Protection mode Delay in clock cycles on master side
Disabled 0
Write-protection only and read access 0
Master assigned to group in pass-through or inactive group 1
Access Protection Vector, cache hit 1

Access Protection Vector cache miss, cache disabled Minimum®* 4 clock cycles

IOMMU Protection, cache hit 1
IOMMU Protection, TLB miss, TLB disabled

Minimum®* 4 clock cycles

* The core may suffer additional AMBA bus delays when accessing the vector in memory. 4 cycles is the minimum time
required and assumes that the core is instantly granted access to the bus and that data is delivered with zero wait states.

12.4 Access Protection Vector

The Access Protection Vector (APV) consists of a continuous bit vector where each bit determines the
access rights to a memory page. The bit vector provides access restriction on the full 4 GiB AMBA
address space. The required size of the bit vector depends on the page size used by the core, see table
below:

Table 119.Bit vector size vs. page size

Page size Bit vector size
4 KiB 128 KiB

8 KiB 64 KiB

16 KiB 32 KiB

32 KiB 16 KiB

64 KiB 8 KiB

128 KiB 4KiB

256 KiB 2 KiB

512 KiB 1 KiB

Each group can have a bit vector with a base address specified by a field in the group’s Group Control
Register. When a master performs an access to the core, the master’s group number is used to select
one of the available bit vectors. The AMBA access size used to fetch the vector is fixed to quad-word
(128-bits) and can be read out from the core’s Capability register 1. When the AMBA access size to
use is 128-bits and the page size is 4 KiB, bits 31:19 of the incoming address (HADDR) are used to
index a word in the bit vector, and bits HADDR[18:12] are used to select one of the 128 bits in the
fetched data. For each increase in page size one bit less of the physical address is used.

The lowest page is protected by the most significant bit in the bit vector. This means that page 0 is
protected by the most significant bit in byte 0 read from the bit vector’s base address (using big endian
addressing). When performing WORD accesses, the lowest page is protected by bit 31 in the accessed
word (using the bit numbering convention used throughout this document). When performing
4WORD (128-bit) accesses, the lowest page is protected by bit 127 in the accessed word. This allows
the same bit vector layout regardless of access size used by the IOMMU to fetch bit vector data.
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If the bit at the selected position is ‘0’ the access to the page is allowed and the core will propagate
the access. If the selected bit is “1°, and the access is an read access, an AMBA ERROR response is
given to the master initiating the access. If the selected bit is ‘1°, and the access is a write access, the
write is inhibited (not propagated through the bridge).

12.4.1 Access Protection Vector cache

The core has internal memory that can cache the Access Protection Vector. The cache has 32 lines
where each line is 16 bytes. These parameters can be read via Capability registers 0 and 1. The RAMs
in the APV cache are shared with the IOMMU TLB.

The cache is implemented as a direct-mapped cache built up of one data RAM and one tag RAM. The
number of locations in each RAM is the number of lines in the cache. The width of the data RAM
(cache line size) is the same as the size of the AMBA accesses used to fetch the APV from main mem-
ory. The address used to select a position in the RAMs, called the set address, has log2(number of
lines in the cache) = 5 bits.

The core will only cache bit vector data for accesses to the memory area 0x00000000 - 0x7FFFFFFF
(SDRAM memory area). Capability register 1 contains an address and a mask that describes this area.
Bit vector data for the specified memory range will be cached by the core. Bit vector data for accesses
made outside the memory range will not be placed in the cache, and will instead be fetched for mem-
ory on each access.

The number of address bits taken from the physical address required to uniquely address one position
in the bit vector depends on the cache line size and the page size. The number of required bits is
shown in table 120 below.

Table 120.Cache line size vs. physical address bits

Bits of physical address needed to identify one position depending on page size
Cache line
sizein bits |4 KiB |8KiB |16 KiB | 32 KiB | 64 KiB | 128 KiB | 256 KiB | 512 KiB
128 12 11 10 9 8 7 6 5

As the cache is not large enough to hold a copy of each position in the bit vector, part of the physical
address and group will be placed in the cache tag RAM instead. The arrangement will be:

Table 121. Set address/ TAG arrangement

Set address:
31 4 0
Not present Low bits of physical
address

Contents of Tag RAM:
10 8 7 1 0
‘ Not present ‘ Group ID | High bits of physical address ‘ \%

0 Valid (V) - Signals that addressed position in cache contains valid data

Since the physical address is used as the set address, accesses from a master assigned to one group
may evict cached bit vector data belonging to another group. This may not be wanted in systems
where interference between groups of masters should be minimized. In order to minimize inter-group
interference, the core can use the group ID in the set address, this functionality is called group-set-

addressing:
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Table 122. Group set addressing: Set address/TAG arrangement

Set address:
31 4 3 2 0
Not present Low Group ID
phys.
Contents of Tag RAM:
31 10 1 0
‘ Not present ‘ High bits of physical address \Y
0 Valid (V) - Signals that addressed position in cache contains valid data

Group-set-addressing is enabled via the GS field in the core’s Control register.

12.4.2 Access Protection Vector cache flush operation

If the contents of a vector is modified the core cache must be flushed by writing to the TLB/Cache
Flush Register. The TLB/Cache Flush register contains fields to flush the entire cache or to flush the
lines belonging to a specified group. In order to flush entries for a specific group, group-set-address-
ing must be enabled. Performing a group flush without group-set-addressing may only flush part of
the cache and can lead to unexpected behavior.

The core will not propagate any transfers while a cache flush operation is in progress.

12.5 10 Memory Management Unit (IOMMU) functionality

The IOMMU functionality of the core provides address translation and access protection on the full 4
GiB AMBA address space. The size of the address range where addresses are translated is specified
by the IOMMU Translation Range (ITR) field in the core’s Control register:

Size of translated address range in MiB = 16 MiB * MR

The maximum allowed value of the ITR field is eight, which means that the IOMMU can provide
address translation to an area of size 16*28 = 4096 MiB, which is the full 32-bit address space. When
ITR is set to eight and a page size of 4 KiB is used, bits 31:12 of the incoming 1O address are trans-
lated to physical addresses, using 10 Page Tables entries describes below. Bits 11:0 of the incoming
access are propagated through the IOMMU. For each increase in page size one more bit will be
directly propagated through the IOMMU instead of being translated.

If ITR is less then eight then the most significant bits of the IO address must match the value of the
TMASK field in Capability register 2. If an access is outside the range specified by TMASK the
access will be inhibited. Table 123 shows the the effect of different ITR values. As an example, with
ITR set to 2, the IOMMU will perform address translation for a range that spans 64 MiB. This range
will be located at offset TMASK][31:26]. Accesses to addresses that do not have their most significant
bits set to match TMASK[31:26] will be inhibited. The table also shows the number of pages within
the decoded range and the memory required to hold the translation information (page tables) in main
memory. The pgsz value is the value of the PGSZ field in the control register.
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Table 123.Effects of IOMMU Translation Range setting

ITR | Size of translated range TMASK bits used Number of pages Size of page tables
0 16 MiB TMASK][31:24] 4096 / 2Pesz 16 / 2P252 KiB

1 32 MiB TMASK][31:25] 8192 / 2Pgsz 32 /2P8Z KiB

2 64 MiB TMASK][31:26] 16384 / 2Pgsz 64 / 2PSSZKiB

3 128 MiB TMASK][31:27] 30768 / 2Pes? 128 / 2PSSZ KB

4 256 MiB TMASK][31:28] 655536 / 2Pesz 256/ 2PSZKiB

5 512 MiB TMASK][31:29] 131072 / 2pesz 512/ 2PSSZ KiB

6 1024 MiB TMASK][31:30] 262144 | 2Pesz 1/2P82 MiB

7 2048 MiB TMASK]J31] 504288 / 2Pesz 2/ 2P8SZ MiB

8 4096 MiB TMASK not used 1048576 / 2P8sz 4 / 2PESZ MiB

12.5.1 10 Page Table Entry

Address translation is performed by looking up translation information in a one-level table present in
main memory. Part of the incoming address is used to index the table that consists of IO Page Table
Entries. The format of an IO Page Table Entry (IOPTE) is shown in table 124 below.

31

Table 124. IOMMU Page Table Entry (IOPTE)
8 7 6 5 4 3 2 1 0

PPAGE c| R ‘BO‘BS‘W‘V‘R

31:8

6:5

Physical Page (PPAGE) - Bits 27:8 of this field corresponds to physical address bits 31:12 of the
page. With a 4 KiB page size, PPAGE[27:8] is concatenated with the incoming 10 address bits [11:0]
to form the translated address. For each increase in page size one bit less of PPAGE is used and one
bit more of the incoming IO address is used: this means that with a 16 KiB page size ,
PPAGE[27:10] will be concatenated with the incoming 10 address bits [13:0] to form the translated
address.

Bits 31:27 of this field are currently discarded by the IOMMU and are present in the data structure
for forward compatibility with systems using 36-bit AMBA address space.

Cacheable (C) - This field is currently not used by the IOMMU
RESERVED

Bus select Override (BO) - If this field is set to 1’ then the bus selection is made via the IOPTE.BS
field instead of the per master selection in the Master Configuration register.

Bus Select (BS) - Overrides master configuration register BS field when BO field in this IOPTE is
set.

BS = ‘0’ routes traffic over the Processor AHB bus. BS = ‘1’ routes traffic to the Memory AHB bus.

Writeable (W) - If this field is ‘1’ write access is allowed to the page. If this field is ‘0’, only read
accesses are allowed.

Valid (V) - If this field is ‘1’ the PTE is valid. If this field is ‘0’, accesses to the page covered by this
PTE will be inhibited.

RESERVED

When the core has IOMMU protection enabled all, incoming accesses from masters belonging to an
active group, which is not in pass-through mode, will be matched against TMASK. If an access is out-
side the range specified by ITR/TMASK, the access will be inhibited and may receive an AMBA
ERROR response (not applicable when the access is a posted write).

If the incoming access is within the range specified by ITR/TMASK, the core will use the incoming
IO address to index the page table containing the address translation information for the master/IO
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address. The Translation Lookaside Buffer (TLB) that may hold a cached copy of the translation
information. Otherwise the translation information will be fetched from main memory. The base
address of the page table to use is given by the Group Configuration register to which the master per-
forming the access is assigned. Please see the register description of the Group Configuration register
for constraints on the page table base address. The core will use bits X:Y to index the table, where X
depends on the value of the ITR field in the core’s Control register, and Y depends on the page size (Y
=12 + PGSZ field in Control register).

When the core has fetched the translation information (IOPTE) for the accesses page it will check the
IOPTE’s Valid (V) and Writeable (W) fields. If the IOPTE is invalid, the access will be inhibited. If
the Writeable (W) field is unset and the access is a write access, the access will be inhibited. Other-
wise the core will, for a page size of 4 KiB, use the IOPTE field PPAGE, bits 27:8, and bits 11:0 of the
incoming IO address to form the physical address to use when the access is propagated by the core
(physical address: PPAGE[27:8] & IOADDR[11:0]).

If the valid (V) bit of the IOPTE is ‘0’ the core may or may not store the IOPTE in the TLB. This is
controlled via the SIV field in the core’s Control register.

12.5.2 Prefetch operations and IOMMU protection

During normal bridge operation, and with Access Protection Vector protection, the core determines if
data for an access can be prefetched by looking at the 10 address and the System bus plug and play
information. This operation cannot be done without introducing additional delays when the core is
using IOMMU protection. The incoming 1O address must first be translated before it can be deter-
mined if the access is to a memory area that can be prefetched. In order to minimize delays the core
makes the assumption that any incoming burst access is to a prefetchable area. The result is that when
using [OMMU protection all burst accesses will result in the core performing a prefetch operation.

12.5.3 Translation Lookaside Buffer operation

The TLB is implemented as a direct-mapped cache with 32 entries, where each entry is 16 bytes, built
up of one data RAM and one tag RAM. The number of locations in each RAM is the number of
entries in the TLB. The width of the data RAM (entry size) is the same as the size of the AMBA
accesses used to fetch page table entries from main memory.

The address used to select a position in the RAMs, called the set address, has log2(number of entries
in the TLB) = 5 bits. The number of address bits taken from the physical address required to uniquely
address one position in the TLB depends on the page size. The number of required bits for each
allowed page size is shown in table 120 below, the values in the third to tenth column is the number of
address bits that must be used to accommodate the largest translatable range (maximum value of ITR
field in the core’s Control register). Note that an entry size larger than 32 bits results in an TLB that
holds multiple [OPTEs per entry.

Table 125.TLB entry size, page size

Entry | Entry Bits of physical address needed to identify one position depending on page size
size in | size in
bits IOPTEs | 4 KiB 8 KiB 16 KiB |32KiB |64KiB |128KiB | 256 KiB | 512 KiB

128 4 18 17 16 15 14 13 12 11
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As the TLB is not large enough to hold a copy of each position in the page table, part of the physical
address and group will be placed in the tag RAM, the arrangement will be:

Table 126. Set address/TAG arrengement

Set address:
31 4 0
Not present Low bits of physical
address
Contents of Tag RAM:
31 16 14 13 1 0
‘ Not present ‘ Group ID ‘ High bits of physical address ‘ \%
0 Valid (V) - Signals that addressed position in cache contains valid data

Since the physical address is used as the set address, accesses from a master assigned to one group
may evict cached IOPTE’s belonging to another group. This may not be wanted in systems where
interference between groups of masters should be minimized. In order to minimize inter-group inter-
ference, the core has support for using as much of the group ID as possible in the set address, this
functionality is called group-set-addressing:

Table 127. Group set address: Set address bits < (group ID bits) + (Physical address bits)

Set address:
31 4 2 0
Not present Low Group ID
phys
Contents of Tag RAM:
31 16 16 1 0
’ Not present ’ High bits of physical address \%
0 Valid (V) - Signals that addressed position in cache contains valid data

Group-set-addressing is enabled via the GS field in the core’s Control register.

12.5.4 TLB flush operation

If the contents of a page table is modified the TLB must be flushed by writing to the TLB/Cache Flush
Register. The TLB/Cache Flush register contains fields to flush the entire TLB or to flush the entries
belonging to a specified group. In order to flush entries for a specific group, group-set-addressing
must be enabled. Performing a group flush without group-set-addressing may only flush part of the
TLB and can lead to unexpected behavior.

When working in IOMMU mode, the core can be configured to not store a IOPTE in the TLB if the
IOPTE’s valid (V) bit is cleared. This behavior is controller via the SIV field in the core’s Control reg-
ister.

The core will not propagate any transfers while a flush operation is in progress.

12.6 Fault-tolerance

The Access Protection Vector cache and IOMMU TLB are implemented use byte-parity to protect
entries in the cache/TLB. If an error is detected it will be processed as a cache/TLB miss and the data
will be re-read from main memory. A detected error will also be reported via the core’s status register
and the core also signals errors via its statistic output.

Errors can be injected in the Access Protection Vector cache and IOMMU TLB via the Data and Tag
RAM Error Injection registers.
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12.7 Statistics

The bridge has outputs connected to the LEON4 Statistics Unit. The core has the following statistics
outputs:

Table 128.I0MMU Statistics

Output Description

hit High for one cycle during TLB/cache hit.

miss High for one cycle during TLB/cache miss

pass High for one cycle during passthrough access

accok High for one cycle during access allowed

accerr High for one cycle during access denied

walk High while core is busy performing a table walk or accessing the access protection vector
lookup High while core is performing cache lookup/table walk

perr High for one cycle when core detects a parity error in the APV cache

See section 26 for more information.

12.8 ASMP support

In some systems there may be a need to have separated instances of software each controlling a group
of masters. In this case, sharing of the IOMMU register interface may not be wanted as it would allow
software to modify the protection settings for a group of masters that belongs to another software
instance. To prevent this, the core’s register interface is mirrored on different 4 KiB pages. Different
write protection settings can be set for each mirrored block of registers. This allows use of a memory
management unit to control that software running can write to one, and only one, subset of registers.

Four ASMP register blocks are available. Each ASMP register block mirrors the standard register set
described in section 12.9 with the addition that some registers may be write protected. Table 129 con-
tains a column that shows if a register is writable when accessed from an ASMP register block. The
core’s Control register, Master configuration register(s), Diagnostic cache registers, the ASMP access
control register(s) can never be written via ASMP register block. These registers are only available in
the first register set starting at the core register set base address. ASMP register block # is mapped at
an offset n*0x1000 from the core’s register base address.

Software should first set up the IOMMU and assign the masters into groups. Then the ASMP control
registers should be configured to constrain which registers that can be written from each ASMP block.
After this initialization is done, other parts of the software environment can be brought up.

As an example, consider the case where OS A will control masters 0, 1 and 4 while OS B will control
masters 2 and 3. In this case it may be appropriate to map masters 0, 1 and 4 to group 0 and master 2
and 3 to group 1. The ASMP access control registers can then be configured to only allow accesses to
the Group control register for group 0 from ASMP register block 1 and likewise only allow accesses
to the Group control register for group 1 from ASMP register block 2.

OS A will then map in ASMP register block 1 (registers within page located at core base offset +
0x1000) and OS B will then map in ASMP register block 2 (registers within page located at core base
offset + 0x2000). This way OS a will be able to change the base address and the properties of group 0,
containing its masters, without being able to change the protection mechanisms of group 1 belonging
to OS B. Note that since an OS is able to flush the TLB/cache it is able to impact the I/O performance
of masters assigned to other OS instances. Also note that care must be taken when clearing status bits
and setting the mask register that controls interrupt generation.
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12.9 Registers

The core is programmed through registers mapped into AHB 1/O address space. All accesses to regis-
ter address space must be made with word (32-bit) accesses.

Table 129.GRIOMMU registers

AHB address offset Register Writable in ASMP block
0x00 Capability register 0 No
0x04 Capability register 1 No
0x08 Capability register 2 No
0x0C Reserved -
0x10 Control register No
0x14 TLB/cache flush register Yes, protected*
0x18 Status register Yes, protected™®
0x1C Interrupt mask register Yes, protected*
0x20 AHB Failing Access register No
0x24 - 0x3C Reserved, must not be accessed -
0x40 - 0x7C Master configuration registers. No
Master n configuration register is located at offset 0x40 + n*0x4.
0x80-0xBC Group control registers. Yes, protected*
Group n’s control register is located at offset 0x80 + n*0x4.
0xCO0 Diagnostic cache access register No
0xC4 - 0xEO Diagnostic cache access data registers 0 - 7 No
OxE4 Diagnostic cache access tag register No
0xES8 Data RAM error injection register No
0xEC Tag RAM error injection register No
0xFO - OxFF Reserved, must not be accessed No
0x100 - 0x10C ASMP access control registers. No
The control register for ASMP block n is located at offset
0x100+n*0x4.

* Register is duplicated in ASMP register block at offset 0x1000 + register offset. The number of ASMP register blocks is
four. ASMP register block # starts at offset n*0x1000. Register is only writable if allowed by the corresponding ASMP
access control register field.
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12.9.1 Capability register 0
Table 130.0x00 - CAPO - Capability register 0
31 30 29 28 27 24 23 20 19 18 17 16 15 14 13 12 11 9 8 7 0
A |AC|cA|[cP| RESERVED NARB cs| FT |sT| 1 [IT|IA|IP|RESERVED MB GRPS MSTS
111,110 0 0x4 1 | 0bO1 11117 1]0 0 1 7 9
r r r r r r r r r r r r r r r r r
31 Access Protection Vector (A) - Read-only ‘1°, the core has support for Access Protection Vector
30 Access Protection Vector Cache (AC) - Read-only ‘1°, the core has a internal cache for Access Pro-
tection vector lookups.
29 Access Protection Vector Cache Addressing (CA): Read only ‘1’: Core supports using group ID as
part of cache set address
28 Access Protection Vector Cache Pipeline (CP) - Read-only ‘0°, core does not have a pipeline stage
added on the APV cache’s address.
27:24 RESERVED
23:20 ASMP Register Blocks (NARB) - Read-only 4. This field contains the number of ASMP register
blocks that the core implements. The core has 4 ASMP register blocks with the first block starting at
offset 0x1000 and the last block starting at offset 4*0x1000.
19 Configurable Page Size (CS) - Read-only ‘1°, the core supports several page sizes and the size is set
via the Control register field PGSZ.
18:17 Fault Tolerance (FT) - Read-only “01” - APV cache and/or IOMMU TLB is protected by parity
16 Statistics (ST) - Read-only ‘1°, the core collects statistics
15 IOMMU functionality enable (I) - Read-only ‘1°, the core has support for [OMMU functionality.
14 IOMMU TLB (IT) - Read-only ‘1°, the core has an IOMMU Translation Lookaside Buffer (TLB)
13 IOMMU Addressing (IA): Read-only ‘1°: Core supports using group ID as part of TLB set address
12 IOMMU TLB Address Pipeline (IP) - Read-only ‘0, the core does not have a pipeline stage added
on the TLB’s address.
11:9 RESERVED
8 Multi-bus (MB) - Read-only ‘1°, the core is connected to two system buses (bus 0 is Processor AHB
and bus 1 is Memory AHB).
7:4 Number of groups (GRPS) - Number of groups that the core has been implemented to support - 1.
Value of GRPS is 7, the core supports eight groups.
3:0 Numbers of masters (MSTS) - Number of masters that the core has been implemented to support - 1.
Value of MSTS is 9, the core supports ten masters.
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12.9.2 Capability register 1
Table 131.0x04 - CAP1 - Capability register 1
31 20 19 16 15 8 7 5 4 0
CADDR CMASK CTAGBITS CISIZE CLINES
0 1 1" 2 5
r r r r r
31:20 Access Protection Vector Cacheable Address (CADDR) - Read-only 0
19:16 Access Protection Vector Cacheable Mask (CMASK) - Read-only 1. Number of ‘1°s in the Access

Protection Vector Cachable mask. The CMASK field together with the CADDR field specify a
memory area protected by a part of the bit vector that can be cached by the core. The CMASK value
corresponds to the number of most significant bits of the CADDR field that are matched against the
incoming AMBA address when determining if the protection bits for the memory area should be
cached. As CMASK is 1 and CADDR is 0x000, the core will cache protection information for the
address range 0x00000000 - Ox7FFFFFFF.

15:8 Access Protection Vector Cache Tag bits (CTAGBITS) - Read-only 11. The width in bits of the
Access Protection Vector cache’s tags.
7:5 Access Protection Vector Access size (CSIZE) - Read-only 2. 128-bit (16 byte). This field indicates

the AMBA access size used when accessing the Access Protection Vector in main memory. This is
also the cache line size for the APV cache.

4:0 Access Protection Vector Cache Lines (CLINES) - Read-only 5. Number of lines in the Access Pro-

tection Vector cache. The number of lines in the cache is 2CLINES = 32,

12.9.3 Capability register 2

Table 132.0x08 - CAP2 - Capability register 2

31 24 23 20 19 18 17 16 15 8 7 5 4 0
TMASK RESERVED |MTYPE|TTYPE TTAGBITS ISIZE TLBENT
OxFF 0 0 0 OxF 0b100 0x5
r r r r r r r
31:24 Translation Mask (TMASK) - Read-only OxFF. The incoming IO address bits IOADDR[31:24] must

match this field, depending on the setting of the ITR field in the core’s Control register, for an
address translation operation to be performed.

23:20 RESERVED
19:18 IOMMU Type (MTYPE) - Read-only 0, shows IOMMU implementation type.
17:16 TLB Type (TTYPE) - Read-only 0, shows implementation type of Translation Lookaside Buffer.
15:8 TLB Tag bits (TTAGBITS) - Read-only 16. The width in bits of the TLB tag.
7:5 IOMMU Access size (ISIZE) - Read only 0b100, 128-bit (16 byte). This field indicates the AMBA
access size used when accessing page tables in main memory. This is also the line size for the TLB.
4:0 TLB entries (TLBENT) - Read-only 5. Number of entries in the TLB. The number of entries is 2TL-
BENT _ 35
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12.9.4 Control register

Table 133.0x10 - CTRL - Control register

31

21 20 18 17 16 15 2 1110 9 8 7 6 5 4 3 2 1 0

RESERVED PGSz LB |SP ITR DP [SIV|HPROT |AU |WP |DM|GS|CE| PM |EN

0

0 0]0 0 o0, 0 |O|jOjO|OJO0O] O |O

r

w w | rw w Wi irw/| Iw |[IW|IW|IwW rw w,| rmw |Irw

31:21
20:18

17

16

15:12

11

10

9:8

RESERVED

Page Size (PGSZ) - The value in this field determines the page size mapped by page table entries and
bit vector positions. Valid values are: 000: 4 KiB, 001: 8 KiB, 010: 16 KiB, 011: 32 KiB, 100: 64
KiB, 101: 128 KiB, 110: 256 KiB, 111: 512 KiB

Lookup bus (LB) - The value of this bit controls AHB master interface to use for fetching bit vector
and/or page table entries from memory. If this field is ‘0°, the first master interface will be used for
vector/table lookups. If this field is ‘1°, the second master interface will be used for lookups.

SPLIT support (SP) - This implementation of the bridge does not support use of AMBA SPLIT
responses. This bit is read-only with a value of ‘0’.

IOMMU Translation Range (ITR) - This field defines the size of the address range translated by the

core’s IOMMU functionality. The size of the decoded address range is 16 MiB * 2ITR and the
decoded memory area is located on an address with the most significant bits specified by the
TMASK field in Capability register 2, unless ITR = 8 in which case the whole address space is cov-
ered by the translated range.

Disable Prefetch (DP) - When this bit is ‘1’ the core will not perform any prefetch operations.
During normal operation prefetch of data improves performance and should be enabled (the value of
this bit should be ‘0”). Prefetching may need to be disabled in scenarios where IOMMU protection is
enabled, which leads to a prefetch operation on every incoming burst access.

Save Invalid IOPTE (SIV) - If this field is ‘1’ the core will save IOPTEs that have their valid (V) bit
set to ‘0. If this field is ‘0’ the core will not buffer an IOPTE with valid (V) set to ‘0’ and perform an
page table lookup every time the page covered by the IOPTE is accessed. If the value of this field is
changed, a TLB flush must be made to remove any existing IOPTEs from the core’s internal buffer.
Also if this field is set to ‘0°, any diagnostic accesses to the TLB should not set the IOPTE valid bit
to ‘0’ unless the Tag valid bit is also set to ‘0’.

HPROT encoding (HPROT) - The value of this field will be assigned to the AMBA AHB HPROT
signal bits 3:2 when the core is fetching protection data from main memory. HPROT(3) signals if the
access is cacheable and HPROT(2) signals if the access is bufferable.

Always Update (AU) - If this bit is set to ‘0’ the AHB failing access register will only be updated if
the Access Denied (AD) bit in the Status register is ‘0’ when the access is denied. Otherwise the
AHB failing access register will be updated each time an access is denied, regardless of the Access
Denied (AD) bit’s value.

Write Protection only (WP) - If this bit is set to ‘1’ the core will only used the Access Protection
Vector to protect against write accesses. Read accesses will be propagated over the core without any
access restriction checks. This will improve the latency for read operations.

This field has no effect when the core is using IOMMU protection (PM field = “01”).

Diagnostic Mode (DM) - If this bit is set to 1’ the core’s internal buffers can be accessed via the
Diagnostic interface (see Diagnostic cache access register) when the DE field of the Status register
has been set by the core. Set this bit to ‘0’ to leave Diagnostic mode. While in this mode the core will
not forward any incoming AMBA accesses.

Group-Set-addressing (GS) - When this bit is set to ‘1°, the core will use the group number as part of
the Access Protection Vector cache set address.

Cache/TLB Enable (CE) - When this bit is set to “1°, the core’s internal cache/TLB is enabled.

Protection Mode (PM) - This value selects the protection mode to use. “00” selects Group Mode and/
or Access Protection Vector mode. “01” selects IOMMU mode.

Enable (EN) - Core enable. If this bit is set to 1 the core is enabled. If this bit is set to 0 the core is
disabled and in pass-through mode. After writing this bit software should read back the value. The
change has not taken effect before the value of this bit has changed. The bit transition may be
blocked if the core is in diagnostic access mode or otherwise occupied.
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12.9.5 TLB/cache flush register

Table 134.0x14 - FLUSH - TLB/cache flush register

31

RESERVED FGRP RES |GF

0 0 0 0

2lo|mn|o

r 'w r w

31:1
7:4

RESERVED

Flush Group (FGRP) - This field specifies the group to be used for a Group Flush, see GF field
below.

RESERVED

Group Flush (GF) - When this bit is written to ‘1’ the cache entries for the group selected by the
FGREP field will be flushed. More precisely the core will use the FGRP field as (part of the) set
address when performing the flush. This flush option is only available if the core has support for
group set addressing (CA field of Capability register 1 is non-zero). This flush option must only be
used if the GS bit in the Control register is set to ‘1’, otherwise old data may still be marked as valid
in the Access Protection Vector cache or IOMMU TLB. This bit will be reset to ‘0’ when a flush
operation has completed. A flush operation also affects the FL and FC fields in the Status register.

Flush (F) - When this bit is written to ‘1’ the core’s internal cache will be flushed. This bit will be
reset to ‘0’ when a flush operation has completed. A flush operation also affects the FL and FC fields
in the Status register.
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12.9.6 Status register

Table 135.0x18 - STATUS - Status register

31 6 5 4 3 2 1 0
RESERVED PE |DE |FC|FL |AD | TE
0 oj0ojo0oj0j0]O
r WC | WC | WC | WC | WC | WC
31:6 RESERVED
5 Parity Error (PE) - The core sets this bit to ‘1’ when it detects a parity error in the tag or data RAM

of the APV cache. This field is cleared by writing ‘1’ to this position, writes of ‘0’ have no effect.

4 Diagnostic Mode Enabled (DE) - If this bit is set to ‘1’ the core is in Diagnostic Mode where the
core’s internal buffers can be accessed via the Diagnostic access registers. While in this mode the
core will not forward any incoming AMBA accesses.

3 Flush Completed (FC) - The core sets this bit to ‘1’ when a flush operation completes. This field is
cleared by writing ‘1” to this position, writes of ‘0” have no effect.

2 Flush started (FL) - The core sets this bit to ‘1’ when a Flush operation has started. This field is
cleared by writing ‘1’ to this position, writes of ‘0’ have no effect.

1 Access Denied (AD) - The core denied an AMBA access. This field is cleared by writing ‘1’ to this

position, writes of ‘0” have no effect.

0 Translation Error (TE) - The core received an AMBA ERROR response while accessing the bit vec-
tor or page tables in memory. This also leads to the incoming AMBA access being inhibited.
Depending on the status of the Control register’s AU field and this register’s AD field this may also
lead to an update of the AHB Failing Access register.

12.9.7 Interrupt mask register

Table 136.0x1c - IMASK - Interrupt mask register

31 6 5 4 3 2 1 0
RESERVED PEI| R |FCI|FLI |ADI|TEI
0 0oj0/0|0|0]O
r TW/|Irw|Irhwi rw,|rw/|rw

31:6 RESERVED
5 Parity Error Interrupt (PEI) - If this bit is set to ‘1’ an interrupt will be generated when the PE bit in

the Status register transitions from ‘0’ to ‘1°.
4 RESERVED

Flush Completed Interrupt (FCI) - If this bit is set to ‘1’ an interrupt will be generated when the FC
bit in the Status register transitions from ‘0’ to ‘1°.

2 Flush Started Interrupt (FLI) - If this bit is set to ‘1’ an interrupt will be generated when the FL bit in
the Status register transitions from 0’ to ‘1°..

1 Access Denied Interrupt (ADI) - If this bit is set to ‘1’ an interrupt will be generated when the AD bit
in the Status register transitions from ‘0’ to ‘1°.

0 Translation Error Interrupt (TEI) - If this bit is set to ‘1 an interrupt will be generated when the TE
bit in the Status register transitions from ‘0’ to ‘1°.
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12.9.8 AHB failing access register

Table 137.0x20 - AHBFAS - AHB failing access register

31 5 4 3 2 1 0
FADDR([31:5] FW| FMASTER
0 0 0

r r r

31:5

3:0

Failing Address (FADDR[31:5]) - Bits 31:5 of IO address in access that was inhibited by the core.
This field is updated depending on the value of the Control register AU field and the Status register
AD field.

Failing Write (FW) - If this bit is set to ‘1’ the failed access was a write access, otherwise the failed
access was a read access. This field is updated depending on the value of the Control register AU
field and the Status register AD field.

Failing Master (FMASTER) - Index of the master that initiated the failed access. This field is
updated depending on the value of the Control register AU field and the Status register AD field.

12.9.9 Master configuration registers

Table 138.0x40 - 0x64 - MSTCFGO-10 - Master configuration register 0 - 10

31 24 23 12 1" 5 4 3 0
VENDOR DEVICE RESERVED BS GROUP
* * 0 0 0
r r r w rw
31: 24 Vendor ID (VENDOR) - GRLIB Plug’n’play Vendor ID of master
23: 12 Device ID (DEVICE) - GRLIB Plug’n’play Device ID of master
11:5 RESERVED
4 Bus select for master (BS) - Master n’s bus select register is located at register address offset 0x40 +
n*0x4. This field specifies the bus to use for accesses initiated by AHB master n. A ‘0’ in this field
routes master accesses to the Processor AHB bus. A ‘1’ in this field routes master accesses to the
Memory AHB bus. Note that the value in this field affects bus selection even if the IOMMU is dis-
abled.
3:0 Group assignment for master - Master n’s group assignment field is located at register address offset
0x40 + n*0x4. This field specifies the group to which a master is assigned.
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12.9.10 Group control registers
Table 139.0x80 - 0x9C - GRPCTRL - Group control register 0 - 7
31 4 3 2 1 0
BASE[31:4] R |PJAG
0 o |olo
w r w | rw

31: 4
3. 2
1
0

Base address (BASE) - Group n’s control register is located at offset 0x80 + n*0x4. This field con-
tains the base address of the data structure for the group. The data structure must start on a 16-byte
address boundary.

RESERVED

Pass-through (P) - If this bit is set to ‘1’ and the group is active (see bit 0 below) the core will pass-
through all accesses made by master in this group and not use the address specified by BASE to per-
form look-ups in main memory. Note that this also means that the access will pass through untrans-
lated when the core is using IOMMU protection (even if the access is outside the translated range
defined by TMASK in Capability register 2).

If this bit is set to ‘0°, the core will use the contents in its cache, or in main memory, to perform
checks and possibly address translation on incoming accesses.

Active Group (AG) - Indicates if the group is active. If this bit is set to ‘0’, all accesses made by mas-
ters assigned to this group will be blocked.

If this bit is set to ‘1°, the core will check the P field of this register and possibly also the in-memory
data structure before allowing or blocking the access.

12.9.11 Diagnostic cache access register

Table 140.0xCO - DIAGCTRL - Diagnostic cache access register
31 30 29

22 21 20 19 18 0

DA

RW

RESERVED DP|TP| R SETADDR

0

0

0 0|00 NR

*

w

*

w

* * *

r w” | rw r w

31

30

29:22
21

20

19
18:0

Diagnostic Access (DA) - When this bit is set to ‘1’ the core will perform a diagnostic operation to
the cache address specified by the SETADDR field. When the operation has finished this bit will be
reset to ‘0’.

Read/Write (RW) - If this bit is ‘1 and the A field is set to ‘1’ the core will perform a read operation
to the cache. The result will be available in the Diagnostic cache access tag and data register(s). If
this bit is set to ‘0’ and the A field is set to ‘1°, the core will write the contents of the Diagnostic
cache access tag and data registers to the internal cache.

RESERVED

Data Parity error (DP) - This bit is set to ‘1 if a parity error has been detected in the word read from
the cache’s data RAM. This bit can be set even if no diagnostic cache access has been made and it
can also be set after a cache write operation. This bit is read-only.

Tag Parity error (TP) - This bit is set to ‘1’ if a parity error has been detected in the word read from
the cache’s tag RAM. This bit can be set even if no diagnostic cache access has been made and it can
also be set after a cache write operation. This bit is read-only.

RESERVED
Cache Set Address (SETADDR) - Set address to use for diagnostic cache access. When a read oper-
ation has been performed, this field should not be changed until all wanted data has been read from

the Diagnostic cache access data and tag registers. Changing this field invalidates the contents of the
data and tag registers.

* This register can only be accessed if STATUS.DE bit in is set to 1
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12.9.12 Diagnostic cache access data registers

Table 141.0xC4 - 0XEO - DIAGD - Diagnostic cache access data register 0 - 7
31 0
CDATAN
NR

*

w

31:0 Cache data word n (CDATAn) - The core has 8 Diagnostic cache access data registers. Diagnostic
cache access data register n holds data bits [31+32*n:32*n] in the cache line.

When using APV protection then the fetched vector is reversed before it is written in the cache. This
means that bit 127 of the fetched vector is located in bit 0 of Diagnostic data access register 0.

* This register can only be accessed if the the STATUS.DE bit is set to 1
12.9.13 Diagnostic cache access tag register

Table 142.0xE4 - DIAGT - Diagnostic cache access tag register

31 0
TAG \Y
NR
w
31:1 Cache tag (TAG) - The size of the tag depends on cache size. The contents of the tag depends on
cache size and addressing settings.
0 Valid (V) - Valid bit of tag

* This register can only be accessed if the the STATUS.DE bit is set to 1
12.9.14 Data RAM error injection register

Table 143.0xE8 - DERRI - Data RAM error injection register

31 0
DPERRINJ
0
w
31:0 Data RAM Parity Error Injection (DPERRINJ) - Bit DPERRINIJ[n] in this register is XOR:ed with

the parity bit for data bits [7+8*n:8*n] in the data RAM.
12.9.15 Tag RAM error injection register

Table 144.0xEC - TERRI - Tag RAM error injection register

31 0
TPERRINJ
0
w
31:0 Tag RAM Parity Error Injection (TPERRINJ) - Bit TPERRINJ[n] in this register is XOR:ed with the

parity bit for tag bits [7+8*n:8*n] in the tag RAM.
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12.9.16 ASMP access control registers

Table 145.0x100 - 0x10C - ASMPCTRL - ASMP access control registers 0 - 3

31

19 18 17 16 15 0

RESERVED FC|SC|MC GRPACCSZCTRL

0 0,0/]0 0

r w | rwjrw w

31: 19
18

17

16

RESERVED

Flush register access control (FC) - If this bit is set to ‘1’ in the ASMP control register at offset
0x100 + n*0x4 then the TLB/cache flush register in ASMP register block n is writable. Otherwise
writes to the TLB/cache flush register in ASMP register block n will be inhibited.

Status register access control (SC) - If this bit is set to ‘1’ in the ASMP control register at offset
0x100 + n*0x4 then the Status register in ASMP register block n is writable. Otherwise writes to the
Status register in ASMP register block n will be inhibited.

Mask register access control (MC) - If this bit is set to ‘1’ in the ASMP control register at offset
0x100 + n*0x4 then the Master register in ASMP register block n is writable. Otherwise writes to the
Mask register in ASMP register block n will be inhibited.

Group control register access control (GRPACCSZCTRL) - ASMP register block n’s group access
control field is located at register address offset 0x100 + n*0x4. This field specifies which of the
Group control registers that are writable from an ASMP register block. If GRPACCSZCTRL[i] in
the ASMP access control register at offset 0x100 + n*0x4 is set to ‘1’ then Group control register i is
writable from ASMP register block n.

GR740-UM-DS
Mar 2024, Version 2.7

Frontgrade Gaisler AB
146 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

13  SpaceWire router

13.1 Overview

The SpaceWire router implements a SpaceWire routing switch as defined in [SPW] (Please refer sec-
tion 39 for actual LVDS electrical characteristics). It provides an Remote Memory Access Protocol
(RMAP) target according to [RMAP] for configuration at port 0 used for accessing internal configura-
tion and status registers. In addition to this there are two different port types: SpaceWire ports and
AMBA ports. The router implements a total of eight SpaceWire ports and four AMBA ports.

Among the features supported by the router are: group adaptive routing, packet distribution, system
time-distribution, distributed interrupts, port timers to recover from deadlock situations, Space Wire-D
[SPWD] packet truncation based time-slot violations, and SpaceWire Plug-and-Play [SPWPNP].

Note: LVDS drivers that are not used in the application can be turned off to save power. This is con-
trolled via the register bank interface. Note that there is no automatic turning off of the LVDS drivers
of disabled or inactive SpaceWire links in this device, so this must be managed by the application
software. See section 3.5 for further information.

Routing
Table

RMAP AMBA

Slave
Port
Control |
logic
AMBA

Switch
Matrix

aHV Vanv

Figure 12. Block diagram

13.2 Operation

The router ports are interconnected using a non-blocking switch matrix which can connect any input
port to any output port. Access to each output port is arbitrated using a round-robin arbitration
scheme. A single routing-table is used for the whole router. Access to the table is also arbitrated using
a round-robin scheme.

The ports consist of configuration port 0 and two different types of external ports: SpaceWire links
and AMBA interfaces. All ports have the same interface to the switch matrix and behave in the same
manner. The difference in behavior is on the external side of the port. The SpaceWire ports provide
standard SpaceWire link interfaces using on-chip LVDS. The AMBA ports transfer characters from
and to an AHB bus using DMA. The different port types are described in further detail in sections
13.3, 13.4 and 13.5.
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13.2.1 Port numbering

The router’s ports are numbered as follows: configuration port has port number 0, the SpaceWire
ports have port numbers 1-8, and the AMBA ports have port numbers 9-12.

13.2.2 Routing table

A single routing table is provided. The access to the routing table is arbitrated using a round-robin
arbiter with each port being of equal priority. The operation is pipelined and one lookup can be done
each cycle. This way, the maximum latency is equal to the number of ports in the router minus one.
The impact on throughput should be negligible provided that packets do not arrive at the same time.
The probability for this is higher when the traffic only consists of very small packets sent continu-
ously (the average size being about the same as the number of ports). This should be a very uncom-
mon case. Latency is still bounded and probably negligible in comparison to other latencies in most
systems.

The routing table is configured with either RMAP or AMBA AHB accesses to the configuration port.
Configuration of the routing table does not introduce any extra latency for packets since the configu-
ration accesses have lower priority than packet traffic. The routing table is split into two parts, one
which controls the port mapping for the address (RTR.RTPMAP registers) and one which controls
properties for the address such as priority and header deletion (RTR.RTACTRL registers).

13.2.3 Port mapping

Each physical and logical address can be mapped to one or several output port(s). This is done by pro-
gramming the corresponding RTR.RTPMAP register. The RTR.RTPMAP registers also control
whether or not group adaptive routing or packet distribution shall be used for incoming packets with a
specific address. The RTR.RTPMAP registers are not initialized after reset / power-up. For physical
addresses this has the effect that the incoming packet is routed to the port that matches the address in
the packet without any group adaptive routing or packet distribution. For logical addresses an unini-
tialized RTR.RTPMAP register (or if the RTR.RTPMAP.PE field has been written with all zeros) has
the effect that the incoming packet is spilled. See table 175 in section 13.5.3 for more details.

13.2.4 Address control

For each physical and logical address it is possible to configure the priority and to enable the spill-if-
not-ready feature (explained in section 13.2.10). For each logical address it is further possible to
enable/ disable the address and to enable / disable header deletion. Physical addresses are always
enabled and have always header deletion enabled, as specified by ECSS-E-ST-50-12C [SPW]. An
address is configured by programming the corresponding RTR.RTACTRL register. Logical addresses
are disabled after reset / power-up. An incoming packet with a disabled logical address is spilled. See
table 176 in section 13.5.3 for details.

13.2.5 Output port arbitration

Each output port is arbitrated individually based on the address of the incoming packet, using two pri-
ority levels, with round-robin at each level. Each physical address and logical address can be config-
ured in the routing table (RTR.RTACTRL register) to have either high or low priority. Priority
assignments can have a significant impact on packet delays because packets can be large and the
speed of the data consumer and link itself may not be known. This should therefore be considered
when assigning priorities.

13.2.6 Group adaptive routing

Group adaptive routing can be used to map specific addresses to a group of output ports. Incoming
packets with such addresses are automatically routed to the first port in the group that is not busy. It
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can be enabled for both physical and logical addresses and is configured by programming the corre-
sponding RTR.RTPMAP register.

When a packet arrives and group adaptive routing is enabled for the packet's address, the router looks
up the group of ports selected by the corresponding RTR.RTPMAP register and transmits the packet
on the port with the lowest index that is currently ready. Ready in this context means that the port's
link interface is in run-state and currently not sending any other packet. If none of the selected output
ports is ready, the incoming packet will either be spilled or transmitted on the first port that becomes
ready. The action taken depends on the setting of the input port’s data character timer (see section
13.2.15), the spill-if-not-ready feature for the address (see section 13.2.10), and the link-start-on-
request feature for the output ports (see section 13.2.13). See table 175 in section 13.5.3 for details on
how to enable and configure group adaptive routing.

13.2.7 Packet distribution

Packet distribution can be used to implement multicast and broadcast addresses and can be enabled
for both physical and logical addresses. Packet distribution is enabled and configured by program-
ming the corresponding RTR.RTPMAP register.

When a packet arrives and packet distribution is enabled for the packet’s address, the router looks up
the group of ports selected by the corresponding RTR.RTPMAP register. If all of the selected ports are
ready, the packet is transmitted on all the ports. Ready in this context means that the port’s link inter-
face is in run-state and currently not sending any other packet. If one or more of the selected ports are
not ready, the incoming packet will either be spilled or transmitted once all ports are ready. The action
taken depends on the setting of the input port’s data character timer (section 13.2.15), the spill-if-not-
ready feature for the address (section 13.2.10), and the link-start-on-request feature for the output
ports (section 13.2.13). See table 175 in section 13.5.3 for details on how to enable and configure
packet distribution.

13.2.8 Port disable

A port can be disabled for data traffic by setting the corresponding RTR.PCTRL.DI bit. Incoming
packets on a disabled port are silently spilled and packets are never routed to disabled ports. A dis-
abled port will therefore not be included in any group used for group adaptive routing or packet distri-
bution, even if the corresponding bit in that address’ RTR.RTPMAP.PE field is set.

The RTR.PCTRL.DI bit only affects the routing of data and is therefore not affecting the transmission
and reception of time-codes and distributed interrupt codes.

13.2.9 Static routing

The router supports a feature called static routing, which can be enabled for each port individually.
When enabled, all incoming packets on the port are routed based on the physical address specified in
the port’s RTR.PCTRL2.SC field and the setting of the corresponding RTR.PCTRL2.SC bit rather
than on the addresses of the packets. Header deletion is not used for incoming packets if static routing
is enabled, which means that the first byte of the packets is always sent to the output port as well.
Static routing to port 0 is not allowed and generates an invalid address error if attempted.

Note that it is not possible to access the configuration port of the router from a port that has static rout-
ing enabled.

13.2.10 Spill-if-not-ready

The spill-if-not-ready feature can be enabled individually for each physical and logical address by
configuring the corresponding RTR.RTACTRL.SR bit. When enabled, an incoming packet is spilled
if the selected output port’s link interface is not in run-state. If group adaptive routing is enabled for
the address of the incoming packet then the packet is only spilled if none of the ports in the group is in
run-state. If packet distribution is enabled for the address of the incoming packet then the packet is
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spilled unless the link interfaces for all selected output ports are in run-state. The spill-if-not-ready
feature has priority over the incoming port’s data character timer (section 13.2.15) and the output
port’s link-start-on-request feature (section 13.2.13). This means that if the spill-if-not-ready feature is
enabled, the packet is spilled before the timer starts and the link-start-on-request feature will never be
activated.

13.2.11 Self addressing

Self addressing occurs when the selected output port for a packet is the same port as the input port.
Whether or not this is allowed is controlled by the RTR.RTRCFG.SA bit. If self addressing is not
allowed, the incoming packet is spilled and an invalid address error occurs.

When group adaptive routing is used and self addressing is not allowed, the input port is still allowed
to be in the group of ports configured for the packet. The packet is not spilled until the router actually
selects the input port as output port. If the router selects one of the other ports in the group, the packet
is not spilled.

When packet distribution is used and self addressing is not allowed, the input port is not allowed to be
in the group of ports configured for the packet since the packet should be sent to all ports in the group.

13.2.12 Invalid address error

An invalid address error occurs under the conditions listed below.

e When an incoming packet’s address corresponds to a non-existing port (physical addresses 13-
31).

e When an incoming packet’s address is a logical address that is not enabled (RTR.RTACTRL.EN
=0).

*  When an incoming packet’s address is a logical address for which the corresponding RTR.RTP-
MAP register is not initialized or for which the corresponding RTR.RTPMAP.PE field is set to all
ZEros.

*  When only one output port is selected for an incoming packet and this port is disabled
(RTR.PCTRL.DI=1).

*  When self addressing occurs and the router is configured to not allow self addressing
(RTR.RTRCFG.SA = 0).

*  When a packet is routed with the static routing feature and the physical address programmed in
RTR.PCTRL2.SD is 0 (static routing to port 0 is not allowed).

For all the invalid address cases above, the incoming packet is spilled and the RTR.PSTS.IA bit corre-
sponding to the input port will be set to 1.

13.2.13 Link-start-on-request

The link-start-on-request feature makes it possible to automatically start a SpaceWire port’s link inter-
face when a packet is routed to the port (i.e. the port is selected as output port). Each port can have the
feature individually enabled by setting the corresponding RTR.PCTRL.LR bit to 1.

If a packet arrives and the link interface of the selected output port is not in run-state and the port has
the link-start-on-request feature enabled, the router will try to start the link interface under the follow-
ing conditions:

1. The link interface is not already trying to start (RTR.PCTRL.LS = 0).

2. The link is not disabled (RTR.PCTRL.LD = 0).

3. The spill-if-not-ready feature is not enabled for the packet being routed.

The link will continue to be started until either the RTR.PCTRL.LD bit is set to 1 or until the link is
disabled through the auto-disconnect feature, as described in section 13.2.14.
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The link-start-on-request feature is only available for the SpaceWire ports since the configuration port
and the AMBA ports do not have a link interface FSM and are therefore always considered to be in
run-state.

13.2.14 Auto-disconnect

The auto-disconnect feature allows to automatically disable the link interface of a SpaceWire port if
the port has been inactive for a long enough period of time. Each port can have the feature individu-
ally enabled by setting its corresponding RTR.PCTRL.AD bit to 1. The amount of time for which the
port needs to be inactive is defined by the settings of the global prescaler register (RTR.PRES-
CALER) and the port’s individual timer register (RTR.PTIMER). This time period is the same as the
timeout period used by the port’s data character timer when recovering from deadlock situations (see
section 13.2.15). If the auto-disconnect feature is enabled, a SpaceWire port will automatically disable
its link interface under the following conditions:

1. The link interface entered run-state because it was started by the link-start-on-request feature
described in section 13.2.15.

2. The packet that caused the link interface to start has finished (either sent or spilled).

3. Nothing has been transmitted or received on the port for the duration of the time period specified by
the RTR.PRESCALER register and the corresponding RTR.PTIMER register.

4. The port’s corresponding RTR.PCTRL.LS bit has not been set to 1.

The auto-disconnect feature is only available for the SpaceWire ports since the configuration port and
the AMBA ports do not have a link interface FSM and are therefore always considered to be in run-
state.

13.2.15 Port data character timers

Each port has an individual data character timer, which can be used to timeout an ongoing data trans-
fer in order to recover from a deadlock situation. There are two different timeouts defined: overrun
timeout and underrun timeout. An overrun timeout occurs when the input port has data available but
the output port(s) can not accept data fast enough. An underrun timeout occurs when the output
port(s) can accept more data but the input port can not provide data fast enough.

The timeout period for a specific port is set in its RTR.PTIMER register and the timer is enabled
through the corresponding RTR.PCTRL.TR bit. Timeouts due to overrun and underrun conditions can
also be individually enabled / disabled through the corresponding RTR.PCTRL2.OR and
RTR.PCTRL2.UR bits.

It is always the input port’s data character timer that is used for timing data transfers. When the timer
is enabled, it decrements on every tick as defined by the global prescaler (RTR.PRESCALER regis-
ter). The timer is always restarted when a data character is transmitted from the input port to the out-
put port(s). If the timer expires, the ongoing packet is spilled and an EEP is written to the transmit
FIFO of the output port(s).

The timeout period depends on the system clock frequency and is calculated as follows:
<timeout period> = (<clock period> x (RTR.PRESCALER+1)) x RTR.PTIMER

Sub-sections 13.2.15.1 through 13.2.15.4 clarifies the behaviour of the timers for different scenarios
that can occur when a packet arrives.

Please see section 43.2.1 for an erratum related to overrun protection.

13.2.15.1 Timer disabled

The incoming packet will wait indefinitely for the output port(s) to be ready if the data character timer
for an input port is disabled, unless the spill-if-not-ready feature is enabled for the packet’s address
(see section 13.2.10).
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13.2.15.2 Timer enabled, but output port(s) not in run state

If the spill-if-not-ready feature (see section 13.2.10) is enabled, incoming packets are directly spilled
in case the output port(s) are not in run state. If the feature is disabled, however, the incoming packet
might be still spilled if the data character timer of the input port (together with the overrun timeout
RTR.PCTRL2.0R) is enabled and the timer elapses before the output port(s) enter run-state. In case
of group adaptive routing it is sufficient for one output port to enter run-state whereas in case of
packet distribution all output ports must enter run-state. Note that this even applies if the link-start-on-
request feature is enabled for an output port but the chosen timeout period is shorter than the time
required to automatically start the link interface.

13.2.15.3 Timer enabled, output port(s) in run-state but busy with other transmission

The input port’s data character timer will not start and the incoming packet will wait indefinitely until
the output port either becomes free or leaves run-state. If group adaptive routing is enabled for the
address of the incoming packet, the timer will not start if at least one output port of the group is in run-
state. If packet distribution is used, the timer will not start if all output ports of the group are in run-
state.

13.2.15.4 Timer functionality when accessing the configuration port

The timer functionality is basically the same for the configuration port as for the other ports. When a
command is received, the configuration port is the output port of the data transfer and when a reply is
sent, the configuration port is the input port of the data transfer. The differences between the configu-
ration port and the other ports are:

*  The configuration port can always accept data fast enough, which means that an overrun timeout
can never occur while a command is received.

*  The configuration port can always send data fast enough, which means that an underrun timeout
can never occur while a reply is sent.

13.2.16 Packet length truncation

Packet length truncation monitors the length of an incoming packet and increments a counter for each
received data character. If the counter reaches a value larger than the input port’s RTR. MAXPLEN
register and truncation is enabled for the input port (RTR.PCTRL.PL = 1), the rest of the packet is
spilled and an EEP is written to the FIFO of the output port(s). Each port has its own RTR.MAX-
PLEN register and counter in order to allow different maximum lengths for different ports.

Packet length truncation can also be enabled for port 0. In this case, it is the length of the RMAP /
SpaceWire Plug-and-Play reply packet that is monitored.

13.2.17 System time-distribution

The router supports system time distribution through time-codes, as defined in [SPW]. It comprises a
global time-counter register (RTR.TC) from which the latest received time-code can be read. Both the
SpaceWire ports and the AMBA ports support time-code transmission and reception. All incoming
time-codes update the RTR.TC register. If the incoming time-code has a time value which equals the
old RTR.TC value plus one (modulo 64), the time-code is forwarded to all the other ports. The time-
code is not sent out on the port on which it arrived. More details about the sending and receiving of
time-codes through the AMBA ports are given in section 13.4.3.

Time-codes can globally be enabled / disabled through the RTR.TC register, as well as individually
enabled / disabled per port through corresponding RTR.PCTRL.TE bits. If time-codes are disabled for
a port, all incoming time-codes on this port are discarded and no time-codes are forwarded to this

port.
GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 152 Kungsgatan | SE-411 19 | Goteborg | Sweden

+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

The router can be configured to either filter out all incoming time-codes that do not have the two con-
trol flags (bit 7:6) set to “00” or to discard the control flags and allow them to have any value. This
configuration is done through the RTR.RTRCFG.TF bit. The control flags of the last received time-
code can also be read from the RTR.TC register. Note that if interrupt distribution is globally enabled
(RTR.RTRCFGL.IE = 1), only control flags “00” are considered as time-codes, no matter of the value
of the RTR.RTRCFG.TF bit.

13.2.18 SpaceWire distributed interrupt support

The router supports SpaceWire distributed interrupts. It can be configured to operate in two modes,
interrupt with acknowledgement mode and extended interrupt mode. In the interrupt with acknowl-
edgement mode, 32 interrupt numbers are supported, whereas the extended interrupt mode supports
64 interrupt numbers. The operation mode is configured through the RTR.RTRCFG.EE bit.

A distributed interrupt code is a control code that has the control flags (bits 7:6) always set to “10”.

e [Interrupt with acknowledgement mode: A distributed interrupt code that has bit 5 set to O is
called an interrupt code, and bits 4:0 specify an interrupt number between 0 and 31. When oper-
ating in the interrupt with acknowledgement mode, a distributed interrupt code with bit 5 set to 1
is called an interrupt acknowledgement code, which is used to acknowledge the interrupt with the
interrupt number specified by bits 4:0.

»  Extended interrupt mode: When operating in the extended interrupt mode, a distributed interrupt
code with bit 5 set to 1 is called an extended interrupt code, and bits 4:0 specify an interrupt num-
ber between 32 and 63. If bit 5 is set to 0, bits 4:0 specify an interrupt number between 0 and 31.

The interrupt codes and extended interrupt codes are generated by the source of the interrupt event,
while the interrupt acknowledgement code is sent by the interrupt handler for the corresponding inter-
rupt number.

The router has two 32-bit ISR register (RTR.ISR0 and RTR.ISR1) where each bit corresponds to one
interrupt number. A bit in the ISR registers is set to 1 when an interrupt code or extended interrupt
code with the corresponding interrupt number is received. A bit in the ISR registers is set to 0 when an
interrupt acknowledgement code with the corresponding interrupt number is received. Therefore, the
ISR registers reflect the status of all interrupt numbers. Each interrupt number has also its own timer
which is used to clear the ISR register bit if an interrupt acknowledgement code is not received before
the timer expires (for example if operating in the extended interrupt mode), as well as an optional
timer which is used to control how fast a bit in the RTR.ISR register is allowed to toggle. See section
13.2.18.2 for more details on the ISR timers. Note that although it is possible to clear the bits in the
ISR registers, these registers should normally only be used for diagnostics and FDIR.

The reset value of the distributed interrupt support is controlled via GPIO pins [7:6], see section 3.1.

13.2.18.1 Receiving and transmitting distributed interrupt codes

When a distributed interrupt code is received on a port or the auxiliary time-code / distributed inter-
rupt code interface, the following requirements must be fulfilled in order for the code to be distrib-
uted:

1. Interrupt distribution is globally enabled (RTR.RTRCFG.IE = 1) and enabled for the port that
received the code (corresponding RTR.PCTRL.IC = 1).

2. If the received code is an interrupt code, the RTR.PCTRL2.IR bit for the port must be set to 1. If the
received code is an interrupt acknowledgement code or extended interrupt code, the
RTR.PCTRL2.AR bit for the port must be set to 1.

3. If the code is an interrupt code or extended interrupt code, the interrupt number’s corresponding bit
in RTR.ISRO or RTR.ISR1 must be 0. If the code is an interrupt acknowledgement code, the corre-
sponding bit in RTR.ISR0O must be 1.

4. No previous distributed interrupt code with the same interrupt number is waiting to be distributed.
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5. The ISR change timers (see section 13.2.18.2) are either globally disabled (RTR.RTRCFG.IC = 0)
or the interrupt number’s corresponding ISR change timer has expired.

The received code is discarded if one of the requirements above is not fulfilled. If all of the require-
ments above are fulfilled, however, the received code is placed in a queue. The queue is then serviced
in one of the four following ways, depending on the settings of the RTR.RTRCFG.IS and
RTR.RTRCFG.IP bits:

1. All interrupt codes have priority over all interrupt acknowledgement codes / extended interrupt
codes (RTR.RTRCFG.IP = 0) and the interrupt numbers are serviced through a round-robin scheme
(RTR.RTRCFGL.IS = 0). This is the default service scheme after reset / power-up.

2. All interrupt codes have priority over all interrupt acknowledgement codes / extended interrupt
codes (RTR.RTRCFG.IP = 0) and the interrupt numbers are serviced with priority to lower interrupt
numbers (RTR.RTRCFG.IS = 1).

3. All interrupt acknowledgement codes / extended interrupt codes have priority over all interrupt
codes (RTR.RTRCFG.IP = 1) and the interrupt numbers are serviced through a round-robin scheme
(RTR.RTRCFG.IS = 0).

4. All interrupt acknowledgement codes / extended interrupt codes have priority over all interrupt
codes (RTR.RTRCFG.IP = 1) and the interrupt numbers are serviced with priority to lower interrupt
numbers (RTR.RTRCFG.IS = 1).

When a distributed interrupt code has been selected from the queue, it is forwarded to all ports (except
the port it was received on) that has interrupt distribution enabled (RTR.PCTRL.IC = 1) and that has
transmission of interrupt codes or interrupt acknowledgement codes / extended interrupt codes
enabled (RTR.PCTRL2.IT and RTR.PCTRL2.AT respectively).

13.2.18.2 Interrupt distribution timers

Each interrupt number has two corresponding timers called the ISR timer and ISR change timer:

The ISR timer is started and reloaded with the value from the RTR.ISRTIMER register each time a
received interrupt code / extended interrupt code sets the corresponding RTR.ISRO / RTR.ISR1 bit to
1. If an interrupt acknowledgement code is received, the corresponding ISR timer is stopped. If the
ISR timer expires before an interrupt acknowledgement code is received, the corresponding bit in the
RTR.ISRO or RTR.ISR1 register is cleared. The use of ISR timers is always enabled. In the interrupt
with acknowledgement mode, the purpose of the timers is to recover from situations where an inter-
rupt acknowledgement code is lost. In the extended interrupt mode, the purpose of the ISR timers is to
limit the rate of interrupt code forwarding. It is important to configure the reload value for the ISR
timer correctly. In the interrupt with acknowledgement mode, the reload value must not be less than
the worst propagation delay for the interrupt code, plus the maximum delay in the interrupt handler,
plus the worst propagation delay for the interrupt acknowledgement code. In the extended interrupt
mode, the reload value must not be less than the worst propagation delay for the interrupt code /
extended interrupt code.

The ISR change timers are timers that can optionally be used to control the minimum delay between
two consecutive changes to the same RTR.ISR0O / RTR.ISR1 bit. The purpose of the timers is the pro-
tection against unexpected codes that could occur, for example, due to a network malfunction or a
babbling idiot. If the use of ISR change timers is enabled (RTR.RTRCFG.IC = 1), the ISR change
timer for an RTR.ISRO / RTR.ISR1 bit is started and reloaded with the value from the RTR.ISRC-
TIMER register every time a received distributed interrupt code makes the RTR.ISRO / RTR.ISR1 bit
change its value. Until the timer has expired, the corresponding RTR.ISR0O / RTR.ISR1 bit is not
allowed to change value and any received distributed interrupt code with that interrupt number is dis-
carded. In the extended interrupt mode, the ISR change timers are not used and should be disabled.
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13.2.18.3 Interrupt code generation

In addition to distributing interrupt codes received on the ports, the router can also generate an inter-
rupt code / extended interrupt code when an internal error event occurs. In addition to the errors
described in 13.2.20 the router can also be configured to send an interrupt code when a SpaceWire
port’s link interface enters run-state.

Everything in sections 13.2.18.1 and 13.2.18.2 also applies when the distributed interrupt code is gen-
erated by the router. The only difference is that a distributed interrupt code generated by the router
will not be discarded if it is not allowed to be distributed. Instead, the distributed interrupt code will
be distributed as soon as it is allowed to do so. The only time a distributed interrupt code generated by
the router is not distributed is if the bits in RTR.PIP are cleared by software before the interrupt code
is allowed to be sent.

The interrupt code generation is controlled through the RTR.ICODEGEN, RTR.IMASK,
RTR.IPMASK, and RTR.PIP registers and in addition to the enable / disable bit (RTR.ICODE-
GEN.EN), the following features are available:

*  Each port has a corresponding bit in the RTR.IPMASK register in order to control whether or not
an error on that specific port should generate an interrupt.

*  The different error types have there own mask bit in the RTR.IMASK register in order to control
whether or not that specific error should generate an interrupt.

e The interrupt number to use for a generated interrupt code is programmable through the
RTR.ICODEGEN.IN field.

*  The generated interrupt code can be configured to be either level type or edge type. Level type
means that a new interrupt code will be sent as long as any bit in the RTR.PIP register is set.
Edge type means that a new interrupt code will only be sent when a new error event occurs, i.e.
when an RTR.PIP bit toggles from 0 to 1. The type is selected by the RTR.ICODEGENL.IT bit.

* A timer can be enabled through the RTR.ICODEGEN.TE bit. This timer controls the minimum
time between a received interrupt acknowledgement code and the distribution of a newly gener-
ated interrupt code. The timer is started and reloaded with the value from the RTR.AITIMER
register when an interrupt acknowledgement code is received, if the router was the source of the
corresponding interrupt code. Until the timer has expired, a newly generated interrupt code will
not be distributed. The reload value must not be less than the worst propagation delay for the
interrupt acknowledgement code.

*  The router can be configured through RTR.ICODEGEN.AH and RTR.ICODEGEN.UA to auto-
matically clear the RTR.PIP bits, which were set when the distributed interrupt code was gener-
ated, once an interrupt acknowledgement code is received or once the ISR timer has expired.

13.2.19 Auxiliary time-code / distributed interrupt code interface

The router provides an auxiliary time-code / distributed interrupt code interface that is connected
internally to the SpaceWire TDP controller.

The rules that determine whether a distributed interrupt code shall be forwarded to the ports are the
same as for distributed interrupt codes received on any other port. However, for time-codes the value
on the auxiliary interface is always forwarded and the router's internal time-count value is updated.
Note that time-codes / distributed interrupt codes received through the auxiliary interface are not
transmitted back to the auxiliary interface.

Just as the router ports, the auxiliary interface has enable / disable bits for time-codes
(RTR.RTRCFG.AT) and interrupt codes (RTR.RTRCFG.AI), which must be set to 1 in order to trans-
mit / receive codes.

See section 31 for more information regarding the SpaceWire Time Distribution Protocol.
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13.2.20 Error detection and reporting

The router can detect and report the following errors:

*  SpaceWire link errors: parity error, disconnect error, escape error, credit error (see [SPW] for
definition of these errors).

»  Packet spill due to: timeout (see section 13.2.14), packet length truncation (see section 13.2.16),
time code / distributed interrupt code truncation (see section 13.2.21.1), and spill-if-not-ready
feature (see section 13.2.10)

*  Invalid address error (see section 13.2.12)

*+  Memory errors in the memory used for the routing table, RMAP command buffers, and port
transmit and receive FIFO (see section 13.2.22)

*  RMAP errors (see section 13.5.1)
*  SpaceWire Plug-and-Play errors (see section 13.5.4)

Each error type has corresponding status bits in the RTR.PSTS register (RTR.PSTSCFG for the con-
figuration port). Common for all the status bits is that they are set when the error is detected and that
they stay set until they are cleared manually.

The router can also be configured to distribute an interrupt code when an error is detected. See section
13.2.18 for more details.

13.2.21 SpaceWire-D support

13.2.21.1 Time-code and distributed interrupt code truncation

The router supports truncation of packets when it receives valid time-codes or distributed interrupt
codes. A time-code is considered valid when the value equals the internal time count plus one (mod-
ulo 64). A distributed interrupt code is considered valid if the corresponding ISR bit is flipped due to
the reception of the code. The feature can be enabled individually for each port by setting the corre-
sponding RTR.PCTRL.TS bit to 1. A filter allowing only certain time-codes and distributed interrupt
codes to spill packets, can also be configured individually for each port (see RTR.PCTRL2 register).

If a packet transfer is ongoing when a valid time-code or distributed interrupt code is received and the
code matches the filter in RTR.PCTRL2, the rest of the packet is spilled and an EEP is written to the
FIFO of the output port(s).

Time-code and distributed interrupt code truncation can also be enabled for port 0. In that case, it is
the RMAP / SpaceWire Plug-and-Play reply packet that is spilled.

13.2.22 On-chip memories

When an uncorrectable error is detected in the memories used for the routing table and the port map-
ping while a packet is being routed, the packet will be discarded.

Uncorrectable errors in the ports’ FIFO memories are not handled since they only affect the contents
of the routed packet and not the operation of the router itself. These types of errors can be detected by
the user e.g. by adding CRC checksums to SpaceWire packets. Therefore, the RTR.PSTS.ME bit for
the ports is mainly useful to gather statistics about data errors and cannot be used for error recovery.

In contrast, if the RTR.PSTSCFG.ME bits of the routing table or the port setup registers indicate a
memory error, a scrubbing operation can be started. Automatic scrubbing (see section 13.2.22.1) of
routing table and port setup memories is enabled in GR740.

For the FIFOs within the AMBA ports there is an option to spill the ongoing packet when an error
occurs. This is controlled by the RTR.AMBACTRL.ME bit.
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13.2.22.1 Autoscrub

With autoscrubbing feature, the routing table and port setup registers are periodically read and rewrit-
ten. This is done to prevent a buildup of SEUs, which can cause an uncorrectable error in the memo-
ries. It runs in the background and has no timing impact on SpaceWire traffic but can delay
configuration accesses by two cycles.

The scrubber starts at address 0 and simultaneously writes one location in the port setup memory and
the routing table memory. It then waits for a timeout period before writing the next word. Eventually,
the last location is reached and the process starts over from address 0.

The period between each word refresh is approximately 226 system clock cycles (system clock used
for AMBA system). The scrubber uses a free time slot, in which data traffic does not perform a table
lookup to read and write the memories that causes a small nondeterminism in the period.

13.3 SpaceWire ports
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Figure 13. Block diagram

Each SpaceWire port comprises a SpaceWire codec that implements an encoder-decoder compliant to
ECSS-E-ST-50-12C [SPW]. The interface to the router’s switch matrix consists of a transmit FIFO,
receive FIFO, and control and status signals, see Figure 13. Please note that the TXCLK in Figure 13
refers to the internal SpaceWire clock. The transmit and receive FIFOs can both store up to 128 N-
chars. All the configuration parameters and status information for the ports are accessible through the
router’s configuration port, either through RMAP or AMBA AHB (see section 13.5.3).

13.3.1 Link-interface FSM

The link-interface FSM controls the link interface (a more detailed description is found in [SPW]).
The low-level protocol handling (the signal and character level) is handled by the transmitter and
receiver while the FSM handles the exchange level.

The link-interface FSM is controlled through the control signals provided in the RTR.PCTRL regis-
ters. The link can be disabled through the RTR.PCTRL.LD bit, which depending on the current state,
either prevents the link-interface from reaching the started-state or forces it to the error-reset state.
When the link is not disabled, the link interface FSM is allowed to enter the started-state when either
the RTR.PCTRL.LS bit is set, or the link-start-on-request feature is trying to start the port, or when a
NULL character has been received and the RTR.PCTRL.AS bit is set.

The current state of the link-interface determines which type of characters are allowed to be transmit-
ted. When the link-interface is in the connecting- or run-state, it is allowed to send FCTs. FCTs are
sent automatically by the link-interface when possible. This is done based on the maximum value of
56 outstanding credits and the currently free space in the receive FIFO. FCTs are sent out as long as
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the value of the outstanding credit counter is less than or equal to 48 and as long as there are at least 8
more empty FIFO entries available.

N-Chars are sent in the run-state when they are available from the transmit FIFO and credits are avail-
able. NULLSs are sent when no other character transmission is requested or when the FSM is in a state
where no other transmission is allowed.

The credit counter (incoming credits) is automatically increased when FCTs are received and
decreased when N-Chars are transmitted. The credit counter for a SpaceWire port can be read from
the corresponding RTR.CREDCNT register.

13.3.1.1 Transmitter

The state of the FSM, the credit counters, a possible request to send a time-code / distributed interrupt
code, and requests from the transmit FIFO are used to decide which character is transmitted next. The
type of character and the character itself (for N-Chars and time-codes / distributed interrupt codes) are
presented to the low-level transmitter, which runs on the internal SpaceWire clock. For information on
how to change the transmission rate see Section 13.3.2.

The state of the FSM, credit counters, requests from the time-interface and requests from the transmit-
ter FIFO are used to decide the next character to be transmitted. The type of character and the charac-
ter itself (for N-Chars and Time-codes) to be transmitted are presented to the low-level transmitter
which is located in a separate clock-domain.

13.3.1.2 Receiver

The receiver detects connections from other nodes and receives characters as a bit stream recovered
from the data and strobe signals by the PHY module, which presents it as a data and data-valid signal.

The receiver is activated as soon as the link-interface leaves the error reset state. Then, after a NULL
is received it can start receiving any other characters. It detects parity, escape and credit errors, which
causes the link interface to enter the error-reset state.

Received L-Chars are handled automatically by the link-interface, whereas all N-Chars are stored in
the receive FIFO.

The max receive rate is 1.3 times the frequency of the internal SpaceWire clock and the device has
been tested for a receive bit rate of maximum 300 Mbit/s. The system clock must be higher or equal to
the receive bit rate divided by eight. For example, if the receive bit rate is 100 Mbit/s then the system
clock must be at least 12.5 MHz.

13.3.2 Setting link-rate

The initialization divisor register (RTR.IDIV) determines the link-rate during initialization (all states
up to and including the connecting-state) for all SpaceWire ports. The register is also used to calculate
the link interface FSM timeouts for all SpaceWire ports (6.4 us and 12.8 us, as defined in the Space-
Wire standard [SPW]). The RTR.IDIV register should always be set so that a 10 Mbit/s link-rate is
achieved during initialization. Then, the timeout values are also calculated correctly.

To achieve a 10 Mbit/s link-rate, the RTR.IDIV register should be set as follows:
RTR.IDIV = (<frequency in MHz of internal SpaceWire clock> / 10) - 1

The link-rate in run-state can be controlled individually per SpaceWire port with the run-state divisor
located in each port’s control register (RTR.PCTRL.RD field). The link-rate in run-state is calculated
as follows:

<link-rate in Mbits/s> = <frequency in MHz of internal SpaceWire clock> / (RTR.PCTRL.RD+1)

The value in RTR.PCTRL.RD only affects the link-rate in run-state and does not affect the 6.4 us or
12.8 us timeouts values.

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 158 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

FRONTGRADE
GR740

13.4 AMBA ports

The AMBA port interface corresponds to the GRSPW2 controller with the SpaceWire codec
removed. Thus, the same drivers that are provided for the GRSPW2 can also be used for an AMBA
port of the router. Only one additional driver is needed, which handles the setup of the registers within
the configuration port.

13.4.1 Overview

The router’s AMBA ports are configured by register accesses through an APB interface. Data is trans-
ferred through one to four DMA channels using an AHB master interface.

TO ROUTER < SEND TRANSMITTER
SWITCH MATRIX FSM a FSM

— —%

RMAP
TRANSMITTER
TRANSMITTER [®] DMAENGINE |*¥] AHE
MASTER INTERFACE  |€»
RECEIVER
DMAENGINE [ ¢”]
RMAP RECEIVER REGISTERS APB
RECEIVER [P  32-WORD 1 INTERFACE [€7
% AHB FIFO
FROM ROUTER 128 N-CHAR| , [RECEIVER DATA
SWITCH MATRIX ] FIFO P PARALLELIZATION

Figure 14. Block diagram of the Router DMA port

13.4.2 Operation

The main sub-blocks of the router AHB interfaces are the DMA engines, the RMAP target and the
AMBA interface. A block diagram of the internal structure can be found in Figure 14.

The AMBA interface is divided into the AHB master interface and the APB interface. The DMA
engines have FIFO interfaces to the router switch matrix. These FIFOs are used to transfer N-Chars
between the AMBA bus and the other ports in the router.

The RMAP target handles incoming packets, which are determined to be RMAP commands instead of
the receiver DMA engine. The RMAP command is decoded and if it is valid the operation is per-
formed on the AHB bus. If a reply was requested, it is automatically transmitted back to the source by
the RMAP transmitter.

The AMBA ports are controlled by writing to a set of user registers through the APB interface and a
set of signals. The different sub-modules are discussed in further detail in later sections.

13.4.2.1 Protocol support

The AMBA port only accepts packets with a valid destination address in the first received byte. Pack-
ets with address mismatch will be silently discarded (except in promiscuous mode which is covered in
section 13.4.4.10).

The second byte is sometimes interpreted as a protocol ID as described hereafter. The RMAP protocol
(ID=0x1) is the only protocol handled separately in hardware while other packets are stored to a DMA
channel. If the RMAP target is enabled, all RMAP commands will be processed, executed and
answered automatically in hardware. Otherwise, RMAP commands are stored to a DMA channel in
the same way as other packets. RMAP replies are always stored to a DMA channel. More information
on the RMARP protocol support is found in section 13.4.6 (note that this RMAP target is different from
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the one in the configuration port). When the RMAP target is disabled, there is no need to include a
protocol ID in the packets and the data can start immediately after the address.

All packets arriving with the extended protocol ID (0x00) are stored to a DMA channel. This means
that the hardware RMAP target will not work if the incoming RMAP packets use the extended proto-
col ID. Note also that packets with the reserved extended protocol identifier (ID = 0x000000) are not
ignored by the AMBA port. It is up to the software to ignore them.

When transmitting packets, the address and protocol-ID fields must be included in the buffers from
where data is fetched. They are not automatically added by the AMBA port DMA engine.

Figure 15 shows the packet types accepted by the port. The port also allows reception and transmis-
sion with extended protocol identifiers but without support for RMAP CRC calculations and the
RMAP target.

TAddr |ProtID| DO | D1 | D2 | D3 | . |Dn—2|Dn—1‘ EOP‘

TAddr| DO | D1 | D2 | D3 | D4 | . |Dm—2|Dm—1‘ EOP‘

Figure 15. The SpaceWire packet types supported by the port.

13.4.3 Time-Code / distributed interrupt interface

13.4.3.1 Sending and receiving Time-Codes

To transmit a Time-Code through the register interface of an AMBA port, the RTR. AMBACTRL.TI
bit should be written to 1. When the bit is written, the AMBA port’s current time value
(RTR.AMBATC.TIMECNT field) is incremented and a Time-Code consisting of the new time value
together with the current control flags (RTR.AMBATC.TCTRL field) is sent. The RTR.AMBAC-
TRL.TI bit will stay high until the Time-Code has been transmitted. Note that whether or not a Time-
Code is forwarded to any other port after it has been sent by an AMBA port depends on the settings
explained in 13.2.17.

A Time-Code that is received by an AMBA port will be stored in the port’s RTR.AMBATC register.
There is also a possibility to generate AMBA interrupts and tick-out pulses that are routed to the
GPTIMER units for time latching (see section 5.9). This is controlled through the RTR. AMBACTRL
and RTR.AMBATC registers. See section 13.4.8 for details about these registers.

13.4.3.2 Sending and receiving distributed interrupts

To transmit a distributed interrupt code through the register interface of an AMBA port, the
RTR.AMBAINTCTRL.II bit in should be written to 1. When the bit is written, the value of the
RTR.AMBAINTCTRL.TXINT field determine which distributed interrupt code that will be sent.
Note that whether or not a distributed interrupt code is forwarded to any other port after it has been
sent by an AMBA port depends on the settings of the router and the state of that specific interrupt in
the network. See 13.2.18 for details.

A distributed interrupt can also be configured to be generated automatically by the AMBA port upon
certain events. This is controlled through the RTR.AMBAINTCTRL and RTR. AMBADMACTRL
registers. See section 13.4.8 for details about these registers and features.

Distributed interrupt codes that are received by an AMBA port can be programmed to generate
AMBA interrupts as well as tick out-pulses that are routed to the GPTIMER units for time latching
(see section 5.9). See section 13.4.8 for details about these features.
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13.4.4 Receiver DMA channels

The receiver DMA engine handles reception of data from the SpaceWire network to different DMA
channels.

13.4.4.1 Address comparison and channel selection

Packets are received to different channels based on the address and whether a channel is enabled or
not. When the receiver N-Char FIFO contains one or more characters, N-Chars are read by the
receiver DMA engine. The first character is interpreted as the logical address and is compared with
the addresses of each channel starting from 0. The packet will be stored to the first channel with an
matching address. The complete packet including address and protocol ID but excluding EOP/EEP is
stored to the memory address pointed to by the descriptors (explained later in this section) of the
channel.

Each SpaceWire address register has a corresponding mask register. Only bits at an index containing a
zero in the corresponding mask register are compared. This way a DMA channel can accept a range of
addresses. There is a default address register which is used for address checking in all implemented
DMA channels that do not have separate addressing enabled and for RMAP commands in the RMAP
target. With separate addressing enabled the DMA channels’ own address/mask register pair is used
instead.

If an RMAP command is received, it is only handled by the target if the default address register
(including mask) matches the received address. Otherwise, the packet will be stored to a DMA chan-
nel if one or more of them has a matching address. If the address does neither match the default
address nor one of the DMA channels’ separate registers, the packet is still handled by the RMAP tar-
get if enabled since it has to return the invalid address error code. The packet is only discarded (up to
and including the next EOP/EEP) if an address cannot be matched and the RMAP target is disabled.

Packets other than RMAP commands that neither match the default address register nor the DMA
channels’ address register will be discarded. Figure 16 shows a flowchart of the packet reception.

At least 2 non EOP/EEP N-Chars needs to be received for a packet to be stored to the DMA channel
unless the promiscuous mode is enabled in which case 1 N-Char is enough. If it is an RMAP packet
with hardware RMAP enabled, 3 N-Chars are needed since the command byte determines where the
packet is processed. Packets smaller than these sizes are discarded.

13.4.4.2 Basic functionality of a channel

Reception is based on descriptors located in a consecutive area in memory that hold pointers to buf-
fers where packets should be stored. When a packet arrives at the port, the destined channel is first
determined as described in the previous section. A descriptor is then read from the descriptor area of
the channel and the packet is stored to the memory area the descriptor is pointing to. Lastly, status
information is stored to the same descriptor and the descriptor pointer is incremented by one. The fol-
lowing sections describe the DMA channel reception in more detail.

13.4.4.3 Setting up the port for reception

A few registers need to be initialized before reception to a channel can take place. The DMA channel
has a maximum length register, which sets the maximum packet size in bytes that can be received to
this channel. Larger packets are truncated and the excessive part is spilled. If this happens, an indica-
tion will be given in the status field of the descriptor. The minimum value for the receiver maximum
length field is 4 and the value can only be incremented in steps of four bytes up to the maximum value
of 33554428. If the maximum length is set to zero the receiver will not function correctly.

Either the default address register or the channel specific address register (the corresponding mask
register must also be set) needs to be set to hold the address used by the channel. A control bit in the
DMA channel control register determines whether the channel should use default address and mask
registers for address comparison or the channel’s own registers. Using the default register, the same
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Figure 16. Flow chart of packet reception (promiscuous mode disabled).

address range is accepted for all channels with default addressing, whereas the separate address pro-
vides the channel its own range. If all channels use the default registers they will accept the same
address range and the enabled channel with the lowest number will receive the packet.
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Finally, the descriptor table and control register must be initialized. This is described in the two fol-
lowing sections.

13.4.4.4 Setting up the descriptor table address

The port reads descriptors from an area in memory, to which the receiver descriptor table address reg-
ister is pointing. The register consists of a base address and a descriptor selector. The base address
points to the beginning of the area and must start on a 1024 bytes aligned address. It is also limited to
be 1024 bytes in size which means the maximum number of descriptors is 128 since the descriptor
size is 8 bytes.

The descriptor selector points to individual descriptors and is increased by 1 when a descriptor has
been used. When the selector reaches the upper limit of the area, it wraps to the beginning automati-
cally. It can also be set to wrap at a specific descriptor before the upper limit by setting the wrap bit in
the descriptor. The idea is that the selector should be initialized to O (start of the descriptor area) but it
can also be written with another 8 bytes aligned value to start somewhere in the middle of the area. It
will still wrap to the beginning of the area.

To use a new descriptor table, the receiver enable bit in the corresponding AMBA port DMA control/
status register has to be cleared first. Once the RX active bit in the same register is cleared, it is safe to
update the descriptor table register. After updating and enabling the descriptors, the receiver enable
bit can be set again.

13.4.4.5 Enabling descriptors

As mentioned earlier, one or more descriptors must be enabled before reception can take place. Each
descriptor has a size of 8 bytes and its layout can be found in the tables below. The descriptors should
be written to the memory area the receiver descriptor table address register is pointing to. Newly
added descriptors must always be placed after the previous one written to the area. Otherwise, they
will not be noticed.

A descriptor is enabled by setting the address pointer to a location where data can be stored and then
setting the enable bit. The WR bit can be set to cause the selector to be set to zero when reception has
finished to this descriptor. IE should be set if an interrupt is wanted when the reception has finished.
The DMA control register interrupt enable bit must also be set for an interrupt to be generated.

Table 146. RXDMA receive descriptor word 0 (address offset 0x0)

31 30 29 28 27 26 25 24 0
TR|DC HC|EP| IE [WREN| PACKETLENGTH
31 Truncated (TR) - Packet was truncated due to maximum length violation.
30 Data CRC (DC) - 1 if a CRC error was detected for the data and 0 otherwise.
29 Header CRC (HC) - 1 if a CRC error was detected for the header and 0 otherwise.
28 EEP termination (EP) - This packet ended with an Error End of Packet character.
27 Interrupt enable (IE) - If set, an interrupt will be generated when a packet has been received if the
receive interrupt enable bit in the DMA channel control register is set.
26 Wrap (WR) - If set, the next descriptor used by the GRSPW will be the first one in the descriptor

table (at the base address). Otherwise the descriptor pointer will be increased with 0x8 to use the
descriptor at the next higher memory location. The descriptor table is limited to 1 KiB in size and the
pointer will be automatically wrap back to the base address when it reaches the 1 KiB boundary.

25 Enable (EN) - Set to one to activate this descriptor. This means that the descriptor contains valid con-
trol values and the memory area pointed to by the packet address field can be used to store a packet.
24: 0 Packet length (PACKETLENGTH) - The number of bytes received to this buffer. Only valid after

EN has been set to 0 by the GRSPW.
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Table 147. RXDMA receive descriptor word 1 (address offset 0x4)
31 0

PACKETADDRESS

31:0 Packet address (PACKETADDRESS) - The address pointing at the buffer which will be used to
store the received packet.

13.4.4.6 Setting up the DMA control register

The final step to receive packets is to set the control register as follows: The receiver must first be
enabled by setting the rxen bit in the DMA control register (see section 13.4.8). The rxdescav bit in
the DMA control register is then set to indicate that there are new active descriptors. This must always
be done after the descriptors have been enabled or the port might not notice the new descriptors. More
descriptors can be activated when reception has already started by enabling the descriptors and writ-
ing the rxdescav bit. When these bits are set, reception will start immediately when data is arriving.

13.4.4.7 The effect to the control bits during reception

When the receiver is disabled, all packets going to the DMA-channel are discarded if the address of
the packet does not fall into the range of another DMA channel. If the receiver is enabled and the
address falls into the accepted address range, the next state is entered where the rxdescav bit is
checked. This bit indicates whether there are active descriptors available or not and should be set by
the external application using the DMA channel each time descriptors are enabled as mentioned
above. If the rxdescav bit is ‘0’ and the nospill bit is ‘0’ the packets will be discarded. If nospill is *1’
the AMBA port waits until rxdescav is set and the characters are kept in the N-Char FIFO during this
time. If the FIFO becomes full, back-pressure is applied to the SpaceWire link by ceasing the trans-
mission of FCTs.

When rxdescav is set, the next descriptor is read and - if enabled - the packet is received to the buffer.
If the read descriptor is not enabled, however, rxdescav is set to ‘0’ and the packet is spilled depend-
ing on the value of nospill.

The receiver can be disabled at any time, which will stop packets from being received to this channel.
If a packet is currently received when the receiver is disabled, the reception will continue until it is
finished. The rxdescav bit can also be cleared at any time. It will not affect any ongoing receptions but
no more descriptors will be read until it is set again. Rxdescav is also cleared by the port when it reads
a disabled descriptor.

13.4.4.8 Status bits

When the reception of a packet is finished, the enable bit in the current descriptor is set to zero. When
enable is zero, the status bits are also valid and the number of received bytes is indicated in the length
field. The DMA control register contains a status bit, which is set each time a packet has been
received. The port can also be set up to generate an interrupt for this event.

The RMAP CRC calculation is always active for all received packets and the full payload of the
packet without the EOP/EEP is covered. The packet is always assumed to be an RMAP packet and the
length of the header is determined by checking byte 3 that should be the command field. The calcu-
lated CRC value is then checked when the header has been received (according to the calculated num-
ber of bytes) and if it is non-zero the HC bit is set indicating a header CRC error.

The CRC value is not reset after the header has been received, instead the calculation continues until
the complete packet has been received. Then, if the CRC value is non-zero, the DC bit is set to indi-
cate a data CRC error. This means that the port can indicate a data CRC error even if the data field was
correct but the header CRC was incorrect. Thus, a CRC data error is only determinate when the HC

bit is zero.
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If the received packet is not an RMAP packet, the header CRC error indication bit cannot be used.
However, it is still possible to use the DC bit if the complete packet is covered by an appended CRC
checksum, which is calculated according to the RMAP standard [RMAP]. For all other packets, both
the HC and DC bits should be ignored.

13.4.4.9 Error handling

If an AHB error occurs during reception, the current packet is spilled up to and including the next
EEP/EOP and then the currently active channel is disabled and the receiver enters the idle state. A bit
in the channels control/status register can be configured to be set to indicate this condition.

See also the AMBA ERROR propagation description in section 5.10.

13.4.4.10 Promiscuous mode

The port supports a promiscuous mode where all received data (excluding EOPs/EEPs) is stored to
the first enabled DMA channel regardless of the node address and possible early EOPs/EEPs. The
AMBA port DMA RX maximum length register is still checked and packets exceeding this size are
truncated.

RMAP commands are still handled by the RMAP hardware target when promiscuous mode is
enabled, if the RMAP enable bit in the AMBA port DMA control/status register is set. If the RMAP
enable bit is cleared, RMAP commands are stored to a DMA channel instead.

13.4.5 Transmitter DMA channels

The transmitter DMA engine handles the transmission of data from the DMA channels to the Space-
Wire network. Each receive channel has a corresponding transmit channel which means that there can
be up to 4 transmit channels. However, it is only necessary to use a separate transmit channel for each
receive channel if there are also separate entities controlling the transmissions. The use of a single
channel with multiple controlling entities would cause them to corrupt each other’s transmissions. A
single channel is more efficient and should be used when possible.

Multiple transmit channels with pending transmissions are arbitrated in a round-robin fashion.

13.4.5.1 Basic functionality of a channel

A transmit DMA channel reads data from the AHB bus and stores it in the transmitter FIFO for trans-
mission on the SpaceWire network. Transmission is based on the same type of descriptors as for the
receiver and the descriptor table has the same alignment and size restrictions. When there are new
descriptors enabled, the port reads them and transfers the amount of data indicated.

13.4.5.2 Setting up transmission

Four steps are needed to set up the port for transmission. First, the link interface must be enabled and
started by writing the appropriate value to the ctrl register. Then, the address to the descriptor table
needs to be written to the transmitter descriptor table address register and one or more descriptors
must also be enabled in the table. Finally, the txen bit in the DMA control register is written with a
one, which triggers the transmission. These steps are covered in more detail in the next sections.

13.4.5.3 Enabling descriptors

The descriptor table address register works in the same way as the one of the receiver, see section
13.4.4. Although the maximum size is 1024 bytes as for the receiver, it can only store 64 descriptors
because the size of each descriptor is now 16 bytes instead of 8 bytes.

To transmit packets, one or more descriptors have to be initialized in memory, which is done in the
following way: The number of bytes to be transmitted and a pointer to the data has to be set. There are
two different length and address fields in the transmit descriptors because there are separate pointers
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for header and data. If a length field is zero, the corresponding part of a packet is skipped and if both
are zero no packet is sent. The maximum header length is 255 bytes and the maximum data length is
16 MiB - 1. When the pointer and length fields have been set, the enable bit should be set to enable the
descriptor. This must always be done last. The other control bits must also be set before enabling the
descriptor.

The transmit descriptors are 16 bytes in size so the maximum number in a single table is 64. The dif-
ferent fields of the descriptor together with the memory offsets are shown in the tables below.

The HC bit should be set if RMAP CRC should be calculated and inserted for the header field and
correspondingly the DC bit should be set for the data field. The header CRC will be calculated from
the data fetched from the header pointer and the data CRC is generated from data fetched from the
data pointer. The CRCs are appended after the corresponding fields. The non-CRC bytes field is set to
the number of bytes in the beginning of the header field that should not be included in the CRC calcu-
lation.

The CRCs are sent even if the corresponding length is zero, but when both lengths are zero no packet
is sent, not even an EOP.

13.4.5.4 Starting transmissions

When the descriptors have been initialized, the transmit enable bit in the DMA control register has to
be set to enable transmission. New descriptors can be activated in the table on the fly (while transmis-
sion is active). Each time a set of descriptors is added, the transmit enable bit in the corresponding
AMBA port DMA control/status register should be set. This has to be done because each time the port
encounters a disabled descriptor this register bit is set to 0.

Table 148. TXDMA transmit descriptor word 0 (address offset 0x0)

31 18 17 16 15 14 13 12 11 8 7 0
RESERVED |DC|HC|RE| IE [WR|EN| NONCRCLEN HEADERLEN

31: 18 RESERVED

17 Append data CRC (DC) - Append CRC calculated according to the RMAP specification after the

data sent from the data pointer. The CRC covers all the bytes from this pointer. A null CRC will
be sent if the length of the data field is zero.

16 Append header CRC (HC) - Append CRC calculated according to the RMAP specification after the
data sent from the header pointer. The CRC covers all bytes from this pointer except a number of
bytes in the beginning specified by the non-crc bytes field. The CRC will not be sent if the header
length field is zero.

15 RESERVED

14 Interrupt enable (IE) - If set, an interrupt will be generated when the packet has been transmitted and
the transmitter interrupt enable bit in the DMA control register is set.

13 Wrap (WR) - If set, the descriptor pointer will wrap and the next descriptor read will be the first one
in the table (at the base address). Otherwise the pointer is increased with 0x10 to use the descriptor at
the next higher memory location.

12 Enable (EN) - Enable transmitter descriptor. When all control fields (address, length, wrap and crc)
are set, this bit should be set. While the bit is set the descriptor should not be touched since this
might corrupt the transmission. The GRSPW clears this bit when the transmission has finished.

11: 8 Non-CRC bytes (NONCRCLEN)- Sets the number of bytes in the beginning of the header which
should not be included in the CRC calculation. This is necessary when using path addressing since
one or more bytes in the beginning of the packet might be discarded before the packet reaches its

destination.
7: 0 Header length (HEADERLEN) - Header Length in bytes. If set to zero, the header is skipped.
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Table 149. TXDMA transmit descriptor word 1 (address offset 0x4)
31 0
HEADERADDRESS
31:0 Header address (HEADERADDRESS) - Address from where the packet header is fetched. Does not
need to be word aligned.
Table 150. TXDMA transmit descriptor word 2 (address offset 0x8)
31 24 23 0
RESERVED ‘ DATALEN
31: 24 RESERVED
23:0 Data length (DATALEN) - Length of data part of packet. If set to zero, no data will be sent. If both
data- and header-lengths are set to zero no packet will be sent.
Table 151. TXDMA transmit descriptor word 3(address offset 0xC)
31 0
DATAADDRESS
31: 0 Data address (DATAADDRESS) - Address from where data is read. Does not need to be word

aligned.

13.4.5.5 The transmission process

When the transmit enable bit int the AMBA port DMA control/status register is set, the port starts
reading descriptors immediately. The number of bytes indicated are read and transmitted. Once a
transmission is finished, status information is written to the first field of the descriptor and a packet
sent bit is set in the DMA control register. If an interrupt was requested, it will also be generated.
Then, a new descriptor is read and - if enabled - a new transmission starts, otherwise the transmit
enable bit is cleared and the transmitter channel stays idle until it is enabled again.

13.4.5.6 The descriptor table address register

The internal pointer, which is used to keep the current position in the descriptor table can be read and
written through the APB interface. This pointer is set to zero during reset and is incremented each
time a descriptor is used. It wraps automatically when the 1024 bytes limit for the descriptor table is
reached or it can be set to wrap earlier by setting a bit in the current descriptor.

The descriptor table register can be updated with a new table anytime when no transmission is active.
No transmission is active if the transmit enable bit is zero and the complete table has been sent or if
the table is aborted (explained below). If the table is aborted one has to wait until the transmit enable
bit is zero before updating the table pointer.

13.4.5.7 Error handling

13.4.5.7.1 Abort Tx

The DMA control register contains a bit called Abort TX, which if set causes the current transmission
to be aborted, that is, the packet is truncated and an EEP is inserted. This is only useful if the packet
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needs to be aborted because of congestion on the SpaceWire network. If the congestion is on the AHB
bus this will not help (This should not be a problem since AHB slaves should have a maximum of 16
waitstates). The aborted packet will have its LE bit set in the descriptor. The transmit enable register
bit is also cleared and no new transmissions are done until the transmitter is enabled again.

13.4.5.7.2 AHB error

When an AHB error is encountered during transmission, the currently active DMA channel is dis-
abled and the transmitter goes to the idle mode. A bit in the control/status register of the DMA chan-
nel is set to indicate this error condition and, if enabled, an interrupt will also be generated. Further
error handling depends on what state the transmitter DMA engine was in when the AHB error
occurred. If the descriptor was read, the packet transmission had not started yet and therefore no more
actions are required. See also the AMBA ERROR propagation description in section 5.10.

If the AHB error occurs during packet transmission, the packet is truncated and an EEP is inserted.
Lastly, if it occurs while status information is written to the descriptor, the descriptor is not closed cor-
rectly and is thus staying enabled and not indicating any errors although the packet transmission has
been successful.

The client using the channel has to correct the AHB error condition and enable the channel again. No
more AHB transfers are done again from the same unit (receiver or transmitter) which was active
during the AHB error until the error state is cleared and the unit is enabled again.

13.4.6 RMAP target

The Remote Memory Access Protocol (RMAP) is used to implement access to resources on the AHB
bus via the SpaceWire Links, e.g. for reading and writing to memory, registers and FIFOs. This sec-
tion describes the target implementation.

13.4.6.1 Fundamentals of the protocol

RMAP is a protocol, which is designed to provide remote access via a Space Wire network to memory
mapped resources on a SpaceWire node. It provides three operations: write, read and read-modify-
write. These operations are posted operations which means that a source does not wait for an
acknowledge or reply. It also implies that any number of operations can be outstanding at any time
and that no timeout mechanism is implemented in the protocol. Timeouts must be implemented in the
user application which sends the commands. Data payloads of up to 16 MiB - 1 is supported in the
protocol. A destination can be requested to send replies and to verify data before executing an opera-
tion. A complete description of the protocol is found in the RMAP standard [RMAP].

13.4.6.2 Implementation

The port includes a target for RMAP commands, which processes all incoming packets with protocol
ID = 0x01, type field (bit 7 and 6 of the 3rd byte in the packet) equal to 01b and an address falling in
the range set by the default address and mask register. When such a packet is detected, it is not stored
to the DMA channel but is instead passed to the RMAP receiver.

The target implements all three commands defined in [RMAP], with some restrictions. Support is
only provided for 32-bit big-endian systems. This means that the first byte received is the msb in a
word. The target will not receive RMAP packets using the extended protocol ID which are always
dumped to the DMA channel.

The RMAP receiver processes commands. If they are correct and accepted, the operation is performed
on the AHB bus and a reply is generated. If an acknowledge is requested, the RMAP transmitter auto-
matically sends the reply. RMAP transmissions have priority over DMA channel transmissions.

There is a user accessible destination key register, which is compared to the destination key field in
incoming packets. If there is a mismatch and a reply has been requested, the error code in the reply is
set to 3. Replies are sent if and only if the ack field is set to “1°.
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When a failure occurs during a bus access, the error code is set to 1 (General Error). There is a prede-
termined order in which error-codes are set in the case of multiple errors. It is shown in table 152.

Table 152.The order of error detection in case of multiple errors. The error detected first has number 1.

Detection Order | Error Code Error

1 12 Invalid destination logical address

2 2 Unused RMAP packet type or command code

3 3 Invalid destination key

4 9 Verify buffer overrun

5 11 RMW data length error

6 10 Authorization failure

7* 1 General Error (AHB errors during non-verified writes)

8 5/7 Early EOP / EEP (if early)

9 4 Invalid Data CRC

10 1 General Error (AHB errors during verified writes or RMW)
11 7 EEP

12 6 Too Much Data

*The AHB error is not guaranteed to be detected before Early EOP/EEP or Invalid Data CRC. For very long accesses
the AHB error detection might be delayed causing the other two errors to appear first.

Read accesses are performed on the fly, that is, they are not stored in a temporary buffer before trans-
mission. This means that the error code 1 will never be seen in a read reply since the header has
already been sent when the data is read. If an AHB error occurs, the packet is truncated and termi-
nated with an EEP.

Errors up to and including Invalid Data CRC (number 9) are checked before verified commands. The
other errors do not prevent verified operations from being performed.

Support for the different commands is described in the following subsections. All defined commands,
which are received with an unsupported option set are not executed and a possible reply is sent with
error code 10.

13.4.6.3 Write commands

The write commands are divided into two subcategories: verified writes and non-verified writes. Ver-
ified writes have a length restriction of 4 bytes and the address must be aligned to the size. Thus, 1
byte writes can be done to any address, 2 bytes writes must be halfword aligned, 3 bytes writes are not
allowed and 4 bytes writes must be word aligned. Since there will always be only one AHB operation
performed for each RMAP verified write command, the incrementing address bit can be set to any
value.

Non-verified writes have no restrictions when the incrementing bit is set to 1. If it is set to 0, the num-
ber of bytes must be a multiple of 4 and the address word aligned. There is no guarantee how many
words are written when early EOP/EEP is detected for non-verified writes.

13.4.6.4 Read commands

Read commands are performed on the fly when the reply is sent. Thus, if an AHB error occurs the
packet is truncated and terminated with an EEP. There are no restrictions for incrementing reads but
non-incrementing reads have the same alignment restrictions as non-verified writes. Note that the
“Authorization failure” error code will be sent in the reply if a violation was detected even if the
length field was zero. Also note that no data is sent in the reply if an error was detected, i.e. if the sta-
tus field is non-zero.
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13.4.6.5 RMW commands

All read-modify-write sizes are supported except of 6 which would cause 3 B being read and written
on the bus. The RMW bus accesses have the same restrictions as the verified writes. As in the verified
write case, the incrementing bit can be set to any value since only one AHB bus operation is per-
formed for each RMW command. Too large cargo can only be detected after bus accesses and the
detection of this error condition can therefore not prevent the operation from being performed. No
data is sent in a reply if an error is detected, i.e. if the status field is non-zero.

13.4.6.6 Control

The RMAP target mostly runs in the background without any external intervention but there are a few
control possibilities.

There is an enable bit in the control register of the port which can be used to completely disable the
RMAP target. When it is set to ‘0’, no RMAP packets are handled in hardware but are instead stored
to the DMA channel.

There is a chance that RMAP commands are not executed in the order of their arrival. This can hap-
pen if a read command arrives before one or more write commands. Since the target stores replies in a
buffer with more than one entry, several commands can be processed before a reply is sent out. Data
for read replies is read when the reply is transmitted and thus write commands that arrived after the
read command might have be already processed by then if a congestion on the transmit side prevented
the RMAP target from sending out the reply immediately. To avoid this situation, the RMAP buffer
disable bit can be set to force the target to only use one buffer.

The last control option for the target is the possibility to set the destination key, which is found in a
separate register.

Table 153. AMBA port hardware RMAP handling of different packet type and command fields.

Bit 7 Bit 6 Bit5 Bit 4 Bit3 Bit 2 Command Action
Verify
data
Command | Write/ | before | Acknow- | Increment
Reserved | /Response | Read write ledge Address
0 0 - - - - Response Stored to DMA-channel.
0 1 0 0 0 0 Not used Does nothing. No reply is sent.
0 1 0 0 0 1 Not used Does nothing. No reply is sent.
0 1 0 0 1 0 Read single | Executed normally. Address has
address to be word aligned and data size
a multiple of four. Reply is sent.
If alignment restrictions are vio-
lated error code is set to 10.
0 1 0 0 1 1 Read incre- | Executed normally. No restric-
menting tions. Reply is sent.
address.
1 0 1 0 0 Not used Does nothing. No reply is sent.
0 1 0 1 0 1 Not used Does nothing. No reply is sent.
0 1 0 1 1 0 Not used Does nothing. Reply is sent with
error code 2.
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Table 153. AMBA port hardware RMAP handling of different packet type and command fields.

Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Command Action
Verify
data
Command | Write/ | before | Acknow- | Increment

Reserved | /Response | Read write ledge Address

0 1 0 1 1 1 Read-Mod- | Executed normally. If length is
ify-Write not one of the allowed rmw val-
increment- ues nothing is done and error
ing address code is set to 11. If the length

was correct, alignment restric-
tions are checked next. 1 byte
can be rmw to any address. 2
bytes must be halfword aligned.
3 bytes are not allowed. 4 bytes
must be word aligned. If these
restrictions are violated nothing
is done and error code is set to
10. If an AHB error occurs error
code is set to 1. Reply is sent.

0 1 1 0 0 0 Write, sin- Executed normally. Address has
gle-address, | to be word aligned and data size
do not verify | a multiple of four. If alignment is
before writ- | violated nothing is done. No
ing, no reply is sent.
acknowledge

0 1 1 0 0 1 Write, incre- | Executed normally. No restric-
menting tions. No reply is sent.
address, do
not verify
before writ-
ing, no
acknowledge

0 1 1 0 1 0 Write, sin- Executed normally. Address has
gle-address, | to be word aligned and data size
do not verify | a multiple of four. If alignment is
before writ- | violated nothing is done and
ing, send error code is set to 10. If an AHB
acknowledge | error occurs error code is setto 1.

Reply is sent.

0 1 1 0 1 1 Write, incre- | Executed normally. No restric-
menting tions. If AHB error occurs error
address, do code is set to 1. Reply is sent.
not verify
before writ-
ing, send
acknowledge

0 1 1 1 0 0 Write, single | Executed normally. Length must
address, ver- | be 4 or less. Otherwise nothing is
ify before done. Same alignment restric-
writing, no tions apply as for rmw. No reply
acknowledge | is sent.
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Table 153. AMBA port hardware RMAP handling of different packet type and command fields.

Bit 7 Bit 6 Bit5 Bit 4 Bit 3 Bit 2 Command Action
Verify
data
Command | Write/ | before | Acknow- | Increment
Reserved |/ Response | Read write ledge Address
0 1 1 1 0 1 Write, incre- | Executed normally. Length must
menting be 4 or less. Otherwise nothing is

address, ver- | done. Same alignment restric-
ify before tions apply as for rmw. If they
writing, no are violated nothing is done. No
acknowledge | reply is sent.

0 1 1 1 1 0 Write, single | Executed normally. Length must
address, ver- | be 4 or less. Otherwise nothing is
ify before done and error code is set to 9.

writing, send | Same alignment restrictions
acknowledge | apply as for rmw. If they are vio-
lated nothing is done and error
code is set to 10. If an AHB error
occurs error code is set to 1.

Reply is sent.
0 1 1 1 1 1 Write, incre- | Executed normally. Length must
menting be 4 or less. Otherwise nothing is
address, ver- | done and error code is set to 9.
ify before Same alignment restrictions

writing, send | apply as for rmw. If they are vio-
acknowledge | lated nothing is done and error
code is set to 10. If an AHB error
occurs error code is set to 1.

Reply is sent.
1 0 - - - - Unused Stored to DMA-channel.
1 1 - - - - Unused Stored to DMA-channel.

13.4.7 AMBA interface

The AMBA interface consists of an APB interface, an AHB master interface and DMA FIFOs. The
APB interface provides access to the user registers, which are described in section 13.4.8. The DMA
engines have 32-bit wide FIFOs to the AHB master interface, which are used when reading and writ-
ing to the bus.

The transmitter DMA engine reads data from the bus in bursts, which are half the FIFO size in length.
A burst is always started when the FIFO is half-empty or if it can hold the last data for the packet. The
burst containing the last data might have a shorter length if the packet is not an even number of bursts
in size.

The receiver DMA works in the same way except that it checks if the FIFO is half-full and then per-
forms a burst write to the bus which is half the FIFO size in length. Byte accesses are used for non-

word-aligned buffers and/or packet lengths that are not a multiple of four bytes. There can be there-
fore 1 to 3 single byte writes when writing the beginning and the end of a received packet.

13.4.7.1 APB slave interface

As mentioned above, the APB interface provides access to the user registers, which are 32-bits wide.
Accesses to this interface are required to be aligned word accesses. The result is undefined if this
restriction is violated.
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13.4.7.2 AHB master interface

The port contains a single master interface, which is used by both the transmitter and receiver DMA
engines. The arbitration algorithm between the channels is done so that if the current owner requests
the interface again it will always acquire it. This will not lead to starvation problems since the DMA
engines always deassert their requests between accesses.

The burst length is half the AHB FIFO size except for the last transfer of a packet, which might be
smaller. Shorter accesses are also done during descriptor reads and status writes.

The AHB master also supports non-incrementing accesses where the address is constant for several
consecutive accesses. HTRANS is always NONSEQ in this case while for incrementing accesses it is
set to SEQ after the first access. This feature is included to support non-incrementing reads and writes
for RMAP.

If the port does not need the bus after a burst has finished, there is one wasted cycle (HTRANS =
IDLE).

BUSY transfer types are never requested and the port provides full support for ERROR, RETRY and
SPLIT responses.

13.4.8 Registers

The port is programmed through registers mapped into APB address space. The addresses in the table
below are offsets from the base address of each AMBA port. The actual AMBA AHB address used to
access a specific port can be determined by adding the offset to the corresponding base address of the
port, as specified in table 7 in section 2.3. An identical set of registers described in this section exists
for each AMBA port. The used register layout is explained in section 1.11.
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Table 154. AMBA port registers
APB address offset** Register name Acronym
0x00 AMBA port Control RTR.AMBACTRL
0x04 AMBA port Status RTR.AMBASTS
0x08 AMBA port Default address RTR.AMBADEFADDR
0x0C RESERVED
0x10 AMBA port Destination key RTR.AMBADKEY
0x14 AMBA port Time-code RTR.AMBATC
0x18 RESERVED
0x20, 0x40, 0x60, 0x80 AMBA port DMA control/status, channels 1 - 4 * RTR.AMBADMACTRL
0x24, 0x44, 0x64, 0x84 AMBA port DMA RX maximum length, channels 1 - 4 * RTR.AMBADMAMAXLEN
0x28, 0x48, 0x68, 0x88 AMBA port DMA transmit descriptor table address, chan- RTR.AMBADMATXDESC
nels 1-4*
0x2C, 0x4C, 0x6C, 0x8C | AMBA port DMA receive descriptor table address, channels | RTR.AMBADMARXDESC
1-4%*
0x30, 0x50, 0x70, 0x90 AMBA port DMA address, channels 1 - 4 * RTR.AMBADMAADDR
0x34, 0x54, 0x74, 0x94 RESERVED
0x38, 0x58, 0x78, 0x98 RESERVED
0x3C, 0x5C, 0x7C, 0x9C | RESERVED
0xA0 AMBA port Distributed interrupt control RTR.AMBAINTCTRL
0xA4 AMBA port Interrupt receive RTR.AMBAINTRX
0xA8 AMBA port Interrupt acknowledgement / extended interrupt | RTR.AMBAACKRX
receive
0xAC AMBA port Interrupt timeout, interrupt 0-31 RTR.AMBAINTTOO0
0xB0 AMBA port Interrupt timeout, interrupt 32-63 RTR.AMBAINTTO1
0xB4 AMBA port Interrupt mask, interrupt 0-31 RTR.AMBAINTMSKO
0xB8 AMBA port Interrupt mask, interrupt 32-63 RTR.AMBAINTMSK 1
0xBC - OxFF RESERVED
0x100 - OxFFF See note ** below

* One identical register per DMA channel. Register is only described once

** Each AMBA port is allocated a 4 KiB memory area in the GR740 memory map. The router registers are aliased within
this memory range which means that an access to offset 0x104 or 0x204 .. 0xF04 all access the same register.
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Table 155. 0x00 - RTR.AMBACTRL - AMBA port Control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
RA|RX|RC| NCH RES | DI [ME RESERVED RD |RE RESERVED TQ| R |[RS|PM| Tl | IE |RESERVED
17111 0x3 0x0 110 0x00 0|1 0x00 o,0/0|0|0]O 0x0
r r r r r r w r w | rw r w r 'w |rw, rwj|rw r

31 RMAP available (RA) - Constant value of 1, indicating that the RMAP target is implemented.

30 RX unaligned access (RX) - Constant value of 1, indicating that unaligned writes are available for the receiver.

29 RMAP CRC available (RC) - Constant value of 1, indicating that RMAP CRC is enabled.

28:27 Number of DMA channels (NCH) - The number of available DMA channels minus one. Constant value of 0x3.

26: 25 RESERVED

24 Distributed interrupt support (DI) - Constant value of 1, indicating that distributed interrupts are supported.

23 Memory error truncation enable (ME) - If set to 1, a packet being transmitted will be truncated with an EEP if an
error occur while reading from the AMBA port’s TX FIFO.

22: 18 RESERVED

17 RMAP buffer disable (RD) - If set only one RMAP buffer is used. This ensures that all RMAP commands will
be executed consecutively.

16 RMAP Enable (RE) - Enable RMAP target.

15:9 RESERVED

8 Tick-out IRQ (TQ) - Generate interrupt when a valid time-code is received if the time-code also matches the
time-code filter specified by the RTR.AMBATIME.TCMSK and RTR.AMBATIME.TCVAL fields.

7 Time-code tick-out enable (TO) - If set to 1, the internal tickout signal is set when a valid time-code is received.
if the time-code also matches the time-code filter specified by the RTR. AMBATIME.TCMSK and RTR.AMBA-
TIME.TCVAL fields. The internal tickout signal is connected to the timer units as described in section 5.9 and in
the LATCHCFG register description in section 20.3.

6 Reset (RS) - Make complete reset of the SpaceWire node. Self clearing.

Promiscuous Mode (PM) - Enable Promiscuous mode.
4 Tick In (TI) - The host can generate a tick by writing a one to this field. This will increment the timer counter
and the new value is transmitted after the current character is transferred.
Interrupt Enable (IE) - If set, an interrupt is generated when bit 8 is set and its corresponding event occurs.
0 RESERVED
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Table 156. 0x04 - RTR.AMBASTS - AMBA port Status

31 30 28 27 26 25 24 23 13 12 11 9 8 7 0
R NIRQ NRXD | NTXD RESERVED ME|RESERVED | EE | IA RESERVED TO
0 0x6 0 0 0x000 0 0x0 00 0x00 0
r r r r r wc r WC | wC r wcC

31 RESERVED

30: 28 Number of interrupts (NIRQ) - Shows the number of support distributed interrupt, according to the formula

2NIRQ Constant value of 0x6 = 64 supported interrupts.

27:26 Number of receive descriptors (NRXD) - Shows the size of the DMA receive descriptor table. Constant value of

0, indicating 128 descriptors.

25:24 Number of transmit descriptors (NTXD) - Shows the size of the DMA transmit descriptor table. Constant value

of 0, indicating 64 descriptors.

23: 13 RESERVED

12 Memory error packet truncation (ME) - This bit is set to one when a transmitted packet is truncated with an EEP

due to a memory error in the AMBA ports’ TX FIFO.

11: 9 RESERVED

8 Early EOP/EEP (EE) - Set to one when a packet is received with an EOP after the first byte for a non-RMAP

packet and after the second byte for an RMAP packet.

7 Invalid Address (IA) - Set to one when a packet is received with an invalid destination address field, i.e it does

not match the nodeaddr register.
1 RESERVED
Tick Out (TO) - A new time count value was received and is stored in the time counter field.
Table 157. 0x08 - RTR.AMBADEFADDR - AMBA port Default address
31 16 15 8 7 0
RESERVED DEFMASK DEFADDR
0x0000 0x00 OxFE
r w w
31: 8 RESERVED
15: 8 Default mask (DEFMASK) - Default mask used for node identification on the SpaceWire network. This field is
used for masking the address before comparison. Both the received address and the DEFADDR field are anded
with the inverse of DEFMASK before the address check.
7.0 Default address (DEFADDR) - Default address used for node identification on the SpaceWire network. Reset
value: 254.
Table 158. 0x10 - RTR.AMBADKEY - AMBA port Destination key
31 8 7 0
RESERVED DESTKEY
NA 0x00
r w

31: 8 RESERVED

7: 0 Destination key (DESTKEY) - RMAP destination key.
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Table 159. 0x14 - RTR.AMBATC - AMBA port Time-code
31 24 23 16 15 8 7 6 5 0
TCMSK TCVAL RESERVED TCTRL TIMECNT
0x00 0x00 0x00 0x0 0x00
rw 'w r w w

31:24 Time-code filter mask (TCMSK) - If a bit in this field is set to 1 then the corresponding bit in the RTR. AMBA-
TIME.TCVAL field must match the value of the same bit in a received time-code in order for that time-code to
generate an AMBA IRQ or a pulse on the internal tickout signals connected to the general purpose timers.

23:16 Time-code filter value (TCVAL) - For each bit set to 1 in the RTR. AMBATIME.TCMSK, the corresponding bit
in this field must match the value of the same bit of a received time-code in order to that time-code to generate
and AMBA IRQ, or a pulse on the internal tickout signals connected to the general purpose timers.

15:8 RESERVED

7: 6 Time control flags (TCTRL) - The current value of the time control flags. Sent with time-code resulting from a
tick-in. Received control flags are also stored in this register.

500 Time counter (TIMECNT) - The current value of the system time counter. It is incremented for each tick-in and
the incremented value is transmitted. The register can also be written directly but the written value will not be
transmitted. Received time-counter values are also stored in this register
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Table 160. 0x20,0x40,0x60,0x80 - RTR.AMBADMACTRL - AMBA port DMA control/status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
INTNUM RES |EP|TR|IE | IT |[RP|TP| RES |SP|SA|EN NS |RD|RX|AT RA TA|PR|PS| Al |RI|TI |RE|TE

0x00 0x0o |0O/0 0| 0|0|0O|] OXO |[O/ O O0O|0O|O0O|O0O|O0O|0 0|0|O0|NRINRINRIO]|O
w r WC |WC | I'w | rw | WC | WC r 'w rw rw rwirw| r |[rw | WC|WC|WC | WC|IW | IW | IW| IW]|IwW

31:26 Interrupt number (INTNUM) - The interrupt number used for this DMA channel when sending a distributed
interrupt code that was generated due to any of the events maskable by the RTR. AMBADMACTRL.IE and
RTR.AMBADMACTRLL.IT bits. The value in this field should be in the range 0 to 31.

25: 24 RESERVED

23 EEP termination (EP) - Set to 1 when a received packet for the corresponding DMA channel ended with an
Error End of Packet (EEP) character.

22 Truncated (TR) - Set to 1 when a received packet for the corresponding DMA channel is truncated due to a
maximum length violation.

21 Interrupt transmit enable on EEP (IE) - When set to 1, the distributed interrupt code specified in the
RTR.AMBADMACTRL.INTNUM field is generated when a received packet on this DMA channel ended
with an Error End of Packet (EEP) character.
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Table 160. 0x20,0x40,0x60,0x80 - RTR.AMBADMACTRL - AMBA port DMA control/status

20 Interrupt-code transmit enable on truncation (IT) - When set to 1, the distributed interrupt code specified in
the RTR.AMBADMACTRL.INTNUM field is generated when a received packet on this DMA channel is
truncated due to a maximum length violation.

19 Receive packet IRQ (RP) - This bit is set to 1 when an AMBA interrupt was generated due to the fact that a
packet was received for the corresponding DMA channel.

18 Transmit packet IRQ (TP) - This bit is set to 1 when an AMBA interrupt was generated due to the fact that a
packet was transmitted for the corresponding DMA channel.

17: 16 RESERVED

15 Strip pid (SP) - Remove the pid byte (second byte) of each packet. The address byte (first byte) will also be
removed when this bit is set independent of the SA bit.

14 Strip addr (SA) - Remove the addr byte (first byte) of each packet.

13 Enable addr (EN) - Enable separate node address for this channel.

12 No spill (NS) - If cleared, packets will be discarded when a packet is arriving and there are no active descrip-
tors. If set, the GRSPW will wait for a descriptor to be activated.

11 Rx descriptors available (RD) - Set to one, to indicate to the GRSPW that there are enabled descriptors in the
descriptor table. Cleared by the GRSPW when it encounters a disabled descriptor:

10 RX active (RX) - Is set to ‘1’ if a reception to the DMA channel is currently active otherwise it is ‘0.

9 Abort TX (AT) - Set to one to abort the currently transmitting packet and disable transmissions. If no trans-
mission is active the only effect is to disable transmissions. Self clearing.

8 RX AHB error (RA) - An error response was detected on the AHB bus while this receive DMA channel was
accessing the bus. The AHB error interrupt (Al) field must be set to ’1” for the RA field to be set.

7 TX AHB error (TA) - An error response was detected on the AHB bus while this transmit DMA channel was
accessing the bus.

6 Packet received (PR) - This bit is set each time a packet has been received. never cleared by the SpaceWire
controller.

Packet sent (PS) - This bit is set each time a packet has been sent. Never cleared by the SpaceWire controller.

4 AHB error interrupt (Al) - If set, an interrupt will be generated each time an AHB error occurs when this
DMA channel is accessing the bus.

3 Receive interrupt (RI) - If set, an interrupt will be generated each time a packet has been received, if the
interrupt enable (IE) bit in the corresponding receive descriptor is set as well. This happens both if the packet
is terminated by an EEP or EOP.

2 Transmit interrupt (TI) - If set, an interrupt will be generated each time a packet is transmitted, if the
interrupt enable (IE) bit in the corresponding transmit descriptor is set as well. The interrupt is generated
regardless of whether the transmission was successful or not.

1 Receiver enable (RE) - Set to one when packets are allowed to be received to this channel.

0 Transmitter enable (TE) - Write a one to this bit each time new descriptors are activated in the table. Writing
a one will cause the SpaceWire controller to read a new descriptor and try to transmit the packet it points to.
This bit is automatically cleared when the SpaceWire controller encounters a descriptor which is disabled.

Table 161. 0x24,0x44,0x64,0x84 - RTR. AMBADMAMAXLEN - AMBA port DMA RX maximum length
31 25 24 2 1 0
RESERVED RXMAXLEN RES
0x00 N/R 0x0
rw r

31:25 RESERVED

24:2 RX maximum length (RXMAXLEN) - Receiver packet maximum length in 32-bit words.

1: 0 RESERVED
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Table 162. 0x28,0x48,0x68,0x88 - RTR. AMBADMATXDESC - AMBA port DMA transmit descriptor table address

31 10 9 4 3 0
DESCBASEADDR DESCSEL RESERVED
N/R 0x00 0x0
rw w r

31: 10 Descriptor table base address (DESCBASEADDR) - Sets the base address of the descriptor table.

9: 4 Descriptor selector (DESCSEL) - Offset into the descriptor table. Shows which descriptor is currently used
by the GRSPW. For each new descriptor read, the selector will increase with 16 and eventually wrap to zero
again.

3: 0 RESERVED

Table 163. 0x2C,0x4C,0x6C,0x8C - RTR.AMBADMARXDESC - AMBA port DMA receive descriptor table address

31 10 9 3 2 0
DESCBASEADDR DESCSEL RESERVED
N/R 0x00 0x0
rw w r
31: 10 Descriptor table base address (DESCBASEADDR) - Sets the base address of the descriptor table. Not reset.
9: 3 Descriptor selector (DESCSEL) - Offset into the descriptor table. Shows which descriptor is currently used

by the GRSPW. For each new descriptor read, the selector will increase with 8 and eventually wrap to zero
again. Reset value: 0.

2: 0 RESERVED

Table 164. 0x30,0x50,0x70,0x90 - RTR. AMBADMAADDR - AMBA port DMA address

31 16 15 8 7 0
RESERVED MASK ADDR
0x0000 N/R N/R
r w w
31: 8 RESERVED
15: 8 Mask (MASK) - Mask used for node identification on the SpaceWire network. This field is used for masking

the address before comparison. Both the received address and the ADDR field are anded with the inverse of
MASK before the address check.

7: 0 Address (ADDR) - Address used for node identification on the SpaceWire network for the corresponding
dma channel when the EN bit in the DMA control register is set.

Table 165. 0xA0 - RTR.AMBAINTCTRL - AMBA port Distributed interrupt control

31 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 8 7 6 5 0
INTNUM R |EE|IA| RES |TQ/AQ|IQ| RES |AA|AT IT RESERVED ID |1l TXINT
0x00 0/0|0 0x0 0/0]0 0x0 0 1|1 0x00 00 0x00
w rjrwijrw r 'w | rnwi|rw r w | rw rw r wce | rw* w
31: 26 Interrupt number (INTNUM) - The interrupt-number used when sending an interrupt code that was gener-

ated due to any of the events maskable by the RTR. AMBAINCTRL.ER and RTR. AMBAINTCTRL.IA bits.
Note that when RTR.RTRCFG.EE = 0 (interrupt with acknowledgement mode), this field must no be set to a
value greater than 31.

25 RESERVED
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24

23

22:21
20

19

17: 16
15

14

31

Table 165. 0xA0 - RTR.AMBAINTCTRL - AMBA port Distributed interrupt control
Interrupt transmit on early EOP/EEP (EE) - If set to 1, a distributed interrupt code with the interrupt number
specified in the RTR. AMBAINTCTRL.INTNUM field is sent each time an event occurs such that the
STS.EE bit is set to 1 (even if the bit was already set when the event occurred).

Interrupt transmit on invalid address (IA) - If set to 1, a distributed interrupt code with the interrupt number
specified in the RTR. AMBAINTCTRL.INTNUM field is sent each time an event occurs such that the
STS.IA bit is set to 1 (even if the bit was already set when the event occurred).

RESERVED

Interrupt timeout IRQ enable (TQ) - When set to 1, an AMBA interrupt is generated when a bit in the
RTR.AMBAINTTOO or RTR.AMBAINTTOI registers is set. Note that the RTR.AMBACTRL.IE bit also
must be set for this bit to have any effect.

Interrupt acknowledgement / extended interrupt receive IRQ enable (AQ) - When set to 1, an AMBA inter-
rupt is generated when an interrupt acknowledgement code or extended interrupt code is received such that a
bit in the RTR.AMBAACKRX register is set to 1 (even if the bit was already set when the code was
received).

Interrupt-code receive IRQ enable (IQ) - When set to 1, an AMBA interrupt is generated when an interrupt
code is received such that a bit in the RTR.AMBAINTRX register is set to 1 (even if the bit was already set
when the code was received).

RESERVED

Handle all interrupt acknowledgement codes (AA) - Is set to 0, only those received interrupt acknowledge-
ment codes that match an interrupt code sent by software are handled. If set to 1, all received interrupt
acknowledgement codes are handled.

Interrupt acknowledgement / extended interrupt tickout enable (AT) - When set to 1, the internal tickout sig-
nal from this AMBA port is set when an interrupt acknowledgement code or extended interrupt code is
received such that a bit in the RTR. AMBAACKRX register is set to 1 (even if the bit was already set when
the code was received). The internal tickout signal is connected to the timer units as described in section 5.9
and in the LATCHCFG register description in section 20.3.

Interrupt tickout enable (IT) - When set to 1, the internal tickout signal from this AMBA port is set when an
interrupt code is received such that a bit in the RTR. AMBAINTRX register is set to 1 (even if the bit was
already set when the code was received). The internal tickout signal is connected to the timer units as
described in section 5.9 and in the LATCHCFG register description in section 20.3.

RESERVED

Interrupt discarded (ID) - This bit is set to 1 when a distributed interrupt code that software tried to send by
writing the RTR.AMBAINTCTRL.II bit was discarded by the routers switch matrix. There is a maximum of
ten clock cycle delay between the RTR.AMBAINTCTRLL.II bit being written and this bit being set.
Interrupt-code tick-in (IT) - When this field is written to 1 the distributed interrupt code specified by the
RTR.AMBAINTCTRL.TXINT field will be sent out from the AMBA port to the routers switch matrix. This
bit is automatically cleared and always reads ‘0’. Writing a ‘0’ has no effect.

Transmit distributed interrupt code (TXINT) - The distributed interrupt code that will be sent when the reg-
ister RTR.AMBAINTCTRLL.II is written with 1.

Table 166. 0xA4 - RTR.AMBAINTRX - AMBA port Interrupt receive

RXIRQ

0x00000000

wcC

31: 0

31

Received interrupt code (RXIRQ) - Each bit corresponds to the interrupt number with the same number as
the bit index. A position is set to 1 when an interrupt code is received for which the corresponding bit in the
RTR.AMBAINTMSKO register is set to 1.

Table 167. 0xA8 - RTR. AMBAACKRX - AMBA port Interrupt acknowledgement / extended interrupt receive

RXACK
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Table 167. 0xA8 - RTR. AMBAACKRX - AMBA port Interrupt acknowledgement / extended interrupt receive

0x00000000

wcC

31

Received interrupt acknowledgement code / extended interrupt code (RXACK) - When operating in
extended interrupt mode (RTR.RTRCFG.EE = 1) then each bit corresponds to the interrupt number with the
same number as the bit index plus 32, i.e bit 0 corresponds to interrupt number 32, bit 1 to interrupt number
33 etc. This bit gets set to 1 when an extended interrupt code is received for which the corresponding bit in
the RTR.AMBAINTMSKI1 register is set to 1.

When operating in interrupt with acknowledgement mode (RTR.RTRCFG.EE = 0) then each bit corresponds
to the interrupt number with the same number as the bit index. This bit gets set to 1 an interrupt acknowl-
edgement code is received for which the corresponding bit in the RTR.AMBAINTMSKO register is set, and
either if RTR.AMBAINTCTRL.AA is set to 1 or for which the matching interrupt code was sent by soft-
ware.

Table 168. 0xAC - RTR. AMBAINTTOO - AMBA port Interrupt timeout, interrupt 0-31

INTTO

0x00000000

wcC

31

Interrupt code timeout (INTTO) - Each bit corresponds to the interrupt number with the same number as the
bit index. This bit is set to 1 when an interrupt code that was sent by software doesn’t receive an interrupt
acknowledgement code for the duration of a timeout period (specified in the RTR.ISRTIMER register), and
if the corresponding bit in the RTR.AMBAINTMSKO register is set.

Table 169. 0xAC - RTR.AMBAINTTO1 - AMBA port Interrupt timeout, interrupt 32-63

INTTO

0x00000000

wcC

31

Extended interrupt code timeout (INTTO) - Each bit corresponds to the interrupt number with the same
number as the bit index plus 32, i.e bit 0 corresponds to interrupt number 32, bit 1 to interrupt number 33
etc.. This bit is set to 1 when an extended interrupt code that was sent by software time out, i.e after the dura-
tion of a timeout period (specified in the RTR.ISRTIMER register), and if the corresponding bit in the
RTR.AMBAINTMSKI1 register is set.

Table 170. 0xBO - RTR.AMBAINTMSKO - AMBA port Interrupt mask, interrupt 0-31

MASK
0x00000000
w

Interrupt mask (MASK) - Each bit corresponds to the interrupt number with the same value as the bit index.
If a bit is set to 0, all received interrupt codes and interrupt acknowledgement codes with the interrupt iden-
tifier corresponding to that bit is ignored. If a bit is set to 1, then the matching distributed interrupt code is
handled.
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Table 171. 0xB0O - RTR.AMBAINTMSKI1 - AMBA port Interrupt mask, interrupt 32-63

31 0
MASK
0x00000000
w
31: 0 Interrupt mask (MASK) - Each bit corresponds to the interrupt number with the same value as the bit index.

plus 32, i.e bit 0 corresponds to interrupt number 32, bit 1 to interrupt number 33 etc. If a bit is set to 0, all
received extended interrupt codes with the interrupt identifier corresponding to that bit is ignored. If a bit is
set to 1, then the matching distributed interrupt code is handled.

13.5 Configuration port
The configuration port has port number 0. It consists of an RMAP target, AMBA AHB slave inter-
face, SpaceWire Plug-and-Play interface, and a set of configuration and status registers.
13.5.1 RMAP target
13.5.1.1 Overview
The configuration port’s RMAP target implements the RMAP protocol, as defined in the RMAP stan-
dard [RMAP]. Verified writes and reads of 4 B, and read-modify-writes of 4 B (8 B if the mask field
is included in the count) are supported. Replies from the configuration port are always sent to the port
they arrived on, regardless of the values of the RMAP command’s Initiator Logical Address field, and
Reply Address field. The address space of the configuration port is specified in section 13.5.3.
Additional requirements on the RMAP commands imposed by the configuration port’s RMAP target
are:
*  The Target Logical Address field must be OxFE.
*  The Address fields must contain a 4 B aligned address.
*  The Extended Address field must be 0x00.
*  Key field must be 0x00.
*  For write and read commands the Data Length fields must contain a value of either 0 or 4.
*  For read-modify-write commands the Data Length fields must contain a value of either 0 or 8.
*  For write commands the Verify Data Before Write bit in the Instruction field must be set to 1.
How the RMAP target handles commands that does not meet the above requirement is detailed in sec-
tions 13.5.1.2 and 13.5.1.4.
13.5.1.2 RMAP command support
Table 172 lists all possible RMAP commands and shows how the configuration port’s RMAP target
handles them. An RMAP command will always have bits 7:6 of the command’s Instruction field set to
“01”, and those bits are therefore left out of the table. Bits 1:0 of the command’s Instruction field
determines the length of the command’s Reply Address Field, and does not affect the action taken, so
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they have been left out of the table as well. The action taken assumes that no errors were detected in
the RMAP packet. For handling of RMAP packet error, see section 13.5.1.4

Table 172.RMAP command decoding and handling.

Bit5 Bit 4 Bit3 Bit 2
Verify
Data Incre-
Write / | Before ment
Read Write | Reply | Addr Function Action taken
0 0 0 0 Invalid No operation performed. Error code 0x02 is saved in the
RTR.PSTSCFG.EC field. No reply is sent.
0 0 0 1 Invalid No operation performed. Error code 0x02 is saved in the
RTR.PSTSCFG.EC field. No reply is sent.
0 0 1 0 Read single Read operation performed, if the requirements in section
address 13.5.1.1 are met.
0 0 1 1 Read increment- | Read operation performed, if the requirements in section
ing address 13.5.1.1 are met.
0 1 0 0 Invalid No operation performed. Error code 0x02 is saved in the
RTR.PSTSCFG.EC field. No reply is sent.
0 1 0 1 Invalid No operation performed. Error code 0x02 is saved in the
RTR.PSTSCFG.EC field. No reply is sent.
0 1 1 0 Invalid No operation performed. Reply is sent with error code 0x02.
Error code is also saved in the RTR.PSTSCFG.EC field.
0 1 1 1 Read-modify- Read-modify-write operation performed if the requirements in
write increment- | section 13.5.1.1 are met.
ing address
1 0 0 0 Write, single No operation performed. Error code 0x0A is saved in the
address, don’t RTR.PSTSCFG.EC field. No reply sent.
verify before
writing, no reply
1 0 0 1 Write, incre- No operation performed. Error code 0x0A is saved in the
menting address, | RTR.PSTSCFG.EC field. No reply sent.
don’t verify
before writing,
no reply
1 0 1 0 Write, single No operation performed. Reply is sent with error code 0x0A.
address, don’t Error code is also saved in the RTR.PSTSCFG.EC field.
verify before
write, send reply
1 0 1 1 Write, incre- No operation performed. Reply is sent with error code 0x0A.
menting address, | Error code is also saved in the RTR.PSTSCFG.EC field.
don’t verify
before write,
send reply
1 1 0 0 Write, single Write operation performed if the requirements in section
address, verify 13.5.1.1 are met.
before writing,
no reply
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Table 172.RMAP command decoding and handling.

Bit 5 Bit 4 Bit3 Bit 2
Verify
Data Incre-
Write / | Before ment
Read Write | Reply | Addr Function Action taken
1 1 0 1 Write, incre- Write operation performed if the requirements in section
menting address, | 13.5.1.1 are met.
verify before
writing, no reply
1 1 1 0 Write, single Write operation performed if the requirements in section
address, verify 13.5.1.1 are met.
before writing,
send reply
1 1 1 1 Write, incre- Write operation performed if the requirements in section
menting address, | 13.5.1.1 are met.
verify before
writing, send
reply

13.5.1.3 Access control

After reset / power-up the configuration port’s address space can be accessed from all the ports. Con-
figuration port accesses can be individually disabled per port by clearing the corresponding
RTR.PCTRL.CE bit. Write commands, and read-modify-write commands to the configuration area
can be globally disabled by writing a 0 to the RTR.CFGWE.WE bit. When a correct RMAP command
is received but not allowed due to one or more of the access control features being enabled, a reply
with Status field set to 0xOA (Authorization failure) is sent (if requested), and the RTR.PSTSCFG.EC
field is updated to reflect the error. If a reply is not requested, the RTR.PSTSCFG.EC field is still set.
In both cases, the operation is not performed.

13.5.1.4 RMAP Error handling

Table 173 shows the order in which errors in an RMAP command are detected. As soon as an error is
detected, the command is discarded. If a reply should be sent, to a command that included an error, the
reply is sent as soon as possible after the error is detected. This means that the reply might be sent out
before the complete incoming RMAP command has been received. Note that since the complete
RMAP command is buffered before it is executed, a command that contains an error is never exe-
cuted.

Table 173.RMAP target error detection order

RMAP
Detection error
Order Error type code Action taken
1 Wrong Protocol Identifier | N/A The RTR.PSTSCFG.PT bit is set in order to indicate that the error
occurred. No reply is sent.
2 EOP / EEP before com- N/A The RTR.PSTSCFG.EO / RTR.PSTSCFG.EE bit is set in order to indi-
pleted header cate that the error occurred. No reply is sent.
3 Header CRC error N/A The RTR.PSTSCFG.HC bit is set in order to indicate that the error
occurred. No reply is sent.
4 Unused RMAP packet N/A If the packet type (bit 7:6 of the packet’s Instruction field) is “10” or
type “11” then the bit RTR.PSTSCFG.PT is set. For the value “00” (indicat-
ing a reply), no bit in RTR.PSTSCFG is set, since the RMAP standard
[RMAP] does not specify that such an event should be recorded.
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Table 173.RMAP target error detection order
RMAP

Detection error

Order Error type code Action taken

5 EEP immediately after N/A The RTR.PSTSCFG.EE bit is set in order to indicate that the error
header occurred. No reply is sent.

6 Unused RMAP command | 0x02 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
code sent if the Reply bit in the command’s Instruction field was set to 1.

7 Invalid Target Logical 0x0C | RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
Address sent if the Reply bit in the command’s Instruction field was set to 1.

8 Invalid Key 0x03 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is

sent if the Reply bit in the command’s Instruction field was set to 1.

9 Verify buffer overrun 0x09 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is

sent if the Reply bit in the command’s Instruction field was set to 1.
10 RMW data length error 0x0B RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
sent if the Reply bit in the command’s Instruction field was set to 1.

11 RMAP command not 0x0A | RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
implemented or not sent if the Reply bit in the command’s Instruction field was set to 1.
authorized.

12 Early EOP / early EEP 0x05/ | RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
(not immediately after 0x07 sent if the Reply bit in the command’s Instruction field was set to 1.
header)

13 Invalid Data CRC 0x04 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is

sent if the Reply bit in the command’s Instruction field was set to 1.

14 EEP 0x07 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is

sent if the Reply bit in the command’s Instruction field was set to 1.
15 Too much data 0x06 RMAP error code is saved in the RTR.PSTSCFG.EC field. Reply is
sent if the Reply bit in the command’s Instruction field was set to 1.

Most of the errors listed in table 173 are errors that only occur in one specific way, and they are also
explained in the RMAP standard [RMAP]. Authorization failure (error code 0x0A) is however an
exception. All the cases that lead to an authorization failure are listed below:

*  Aread command’s Data Length field exceed 128 B.

* A command’s (read, write, or read-modify-write) Address field does not contain a 4 B aligned
address.

*  The access control features described in section 13.5.1.3 prevented the port from accessing the
RMAP target.

*  The Address field of a command (read, write, or read-modify-write) contains an address that is
outside of the configuration port’s memory space.

*  The Length field of a command (read, write, or read-modify write) is 0 nor 4.

. A non-verified write command was received.

13.5.2 AMBA AHB slave interface

The configuration port provides an AMBA AHB slave interface, which makes the whole configura-
tion port’s address space accessible from the AHB bus.

The routing table is shared between the ports, RMAP target and AHB slave, so accesses from the
AHB slave might be stalled because of accesses from the other sources. The priority order when
accessing the routing table, starting from the highest, is: router ports, AHB slave, RMAP target. Note
that since the AHB slave has higher priority than the RMAP target, it is possible to read and write to
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the configuration port’s registers in the middle of an RMAP write command. This needs to be consid-
ered in order to avoid a mismatch between the expected written value and actual written value.

None of the access control mechanisms mentioned in section 13.5.1.3 have any effect on the AHB

slave interface.

13.5.3 Registers

The configuration port’s registers listed in this section can be accessed either through the RMAP tar-
get, or the AMBA AHB slave interface. The address specified in table 174 is the RMAP address.
When accessed through the AHB slave interface, the address in the table should be added to the
router’s base address specified in table 7, section 2.3. Registers that exist in several identical copies,
corresponding to different addresses or ports, for example the RTR.RTPMAP registers, are only

described once. The register layout used is explained in section 1.11.

Table 174. GRSPWROUTER registers

RMAP address Register name Acronym

0x00000000 RESERVED *

0x00000004 - Routing table port mapping, physical addresses 1-12 RTR.RTPMAP

0x00000030

0x00000034 - RESERVED *

0x0000007C

0x00000080 - Routing table port mapping, logical addresses 32-255 RTR.RTPMAP

0x000003FC

0x00000400 RESERVED *

0x00000404 - Routing table address control, physical addresses 1-12 RTR.RTACTRL

0x00000430

0x00000450 - RESERVED *

0x0000047C

0x00000480 - Routing table address control, logical addresses 32-255 RTR.RTACTRL

0x000007FC

0x00000800 Port control, port 0 (configuration port) RTR.PCTRLCFG

0x00000804 - Port control, port 1-12 (SpaceWire ports and AMBA ports) RTR.PCTRL

0x00000830

0x00000850 - RESERVED

0x0000087C

0x00000880 Port status, port 0 (configuration port) RTR.PSTSCFG

0x00000884 - Port status, ports 1-12 (SpaceWire ports and AMBA ports) RTR.PSTS

0x000008B0

0x000008D0 - RESERVED

0x000008FC

0x00000900 - Port timer reload, ports 0-12 RTR.PTIMER

0x00000930

0x00000950 - RESERVED

0x0000097C

0x00000980 Port control 2, ports 0 (configuration port) RTR.PCTRL2CFG

0x00000984 - Port control 2, ports 1-12 (SpaceWire ports and AMBA ports) RTR.PCTRL2

0x00000930

0x000009DO - RESERVED

0x000009FC

0x00000A00 Router configuration / status RTR.RTRCFG

0x00000A 04 Time-code RTR.TC

0x00000A08 Version / instance ID RTR.VER
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Table 174. GRSPWROUTER registers

RMAP address Register name Acronym
0x00000A0C Initialization divisor RTR.IDIV
0x00000A 10 Configuration write enable RTR.CFGWE
0x00000A 14 Timer prescaler reload RTR.PRESCALER
0x00000A 18 Interrupt mask RTR.IMASK
0x00000A1C Interrupt port mask RTR.IPMASK
0x00000A20 Port interrupt pending RTR.PIP
0x00000A24 Interrupt code generation RTR.ICODEGEN
0x00000A28 Interrupt code distribution ISR, interrupt 0-31 RTR.ISRO
0x00000A2C Interrupt code distribution ISR, interrupt 32-63 RTR.ISR1
0x00000A30 Interrupt code distribution ISR timer reload RTR.ISRTIMER
0x00000A34 Interrupt code distribution ACK-to-INT timer reload RTR.AITIMER
0x00000A38 Interrupt code distribution ISR change timer reload RTR.ISRCTIMER
0x00000A3C RESERVED

0x00000A40 SpaceWire link running status RTR.LRUNSTAT
0x00000A44 Capability RTR.CAP
0x00000A4S8 - RESERVED

0x00000A4C

0x00000A50 SpaceWire Plug-and-Play - Device Vendor and Product ID RTR.PNPVEND
0x00000A 54 SpaceWire Plug-and-Play - Unit Vendor and Product ID RTR.PNPUVEND
0x00000A58 SpaceWire Plug-and-Play - Unit Serial Number RTR.PNPUSN
0x00000AS5C - RESERVED

0x00000DFC

0x00000E00 - Maximum packet length, ports 0-12 RTR.MAXPLEN
0x00000E30

0x00000E50 - RESERVED

0x00000E7C

0x00000E84 - Credit counter, ports 1-8 RTR.CREDCNT
0x00000E20

0x00000E24 - RESERVED

0x00000FFC

0x00001000 RESERVED**

0x00001004 - Routing table, combined port mapping and address control, addresses 1-12 RTR.RTCOMB
0x00001030

0x00001050 - RESERVED**

0x0000107C

0x00001080 - Routing table, combined port mapping and address control, addresses 32-255 | RTR.RTCOMB
0x000013FC

* Physical address 0 (configuration port), and physical addresses 13-31 (non existing ports) does not have an RTR.RTP-
MAP or RTR.RTACTRL register, and are therefore RESERVED.

** Physical address 0 (configuration port), and physical addresses 13-31 (non existing ports) does not have an
RTR.RTCOMB register, and are therefore RESERVED.

Table 175. 0x00000004-0x00000030, 0x00000080-0x000003FC - RTR.RTPMAP - Routing table port mapping, addresses

1-12 and 32-255

31 13 12 1.0
RESERVED PE PD
0x00000 N/R N/R|
r w w .
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Table 175. 0x00000004-0x00000030, 0x00000080-0x000003FC - RTR.RTPMAP - Routing table port mapping, addresses
1-12 and 32-255

31:13 RESERVED

12: 1 Port enable bits (PE) - When set to 1, each bit enables packets with the physical / logical address corresponding
to this RTR.RTPMAP register to be sent on the port with the same number as the bit index. For physical
addresses, the bit index corresponding to the port with the same number as the physical address itself is always
1. For logical addresses, at least one bit in this field must be set in order for packets with the corresponding log-
ical address to be routed.

0 Packet distribution (PD) - When set to 1, packet distribution is used for the physical / logical address corre-
sponding to this RTR.RTPMAP register. When set to 0, group adaptive routing is used. See section 13.2.6 and
13.2.7 for more information.

NOTE: After reset, or after writing a RTR.RTPMAP register to zero, the register is considered invalid. For incoming pack-

ets with a logical address this means that the packet is spilled, and an invalid address error generated. For physical addresses

this means that the RTR.RTPMAP register will not be used when routing the packet, and the packet is routed to the port that
matches the physical address.

Table 176. 0x00000404-0x00000430, 0x00000480-0x000007FC - RTR.RTACTRL - Routing table address control,
addresses 1-12 and 32-255

31 4 3 2 1 0
RESERVED SR|EN|PR|HD

0x0000000 A I I

r w | rwj|rmw,|mw

31:4 RESERVED

3 Spill-if-not-ready (SR) - When set to 1, an incoming packet with the corresponding physical / logical address is
immediately spilled if the selected output port’s link interface is not in run-state. If packet distribution is used for
the incoming packet, and this bit is set, the packet is spilled unless all output ports’ link interfaces are in run
state. For physical addresses, this bit is double mapped in the RTR.PCTRL.SR field. Reset value for physical
addresses is 0. Reset value for logical addresses is N/R.

2 Enable (EN) - Enables the routing table address control entry. Address control entries for physical addresses are
always enabled, and this field is constant 1. For logical addresses, this bit must be set to 1 in order for packets
with the corresponding logical address to be routed. Reset value for logical addresses is 0.

1 Priority (PR) - Sets the arbitration priority of this physical / logical address. 0 = low priority, 1 = high priority.
Used when more than one packet is competing for the same output port. For physical addresses, this bit is double
mapped in the RTR.PCTRL.PR field. Reset value for physical addresses is 0. Reset value for logical addresses is
N/R.

0 Header deletion (HD) - Enables / disabled header deletion for the corresponding logical address. For physical
addresses, header deletion is always enabled, and this bit is constant 1. Reset value for logical addresses is N/R.
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Table 177. 0x00000800 - RTR.PCTRLCEFG - Port control, port 0 (configuration port)
31 18 17 16 15 10 9 8 0
RESERVED PL|TS RESERVED TR RESERVED
0x0000 00 0x00 1 0x000
r w | rw r w r

31: 18 RESERVED

17 Packet length truncation (PL) - When set to 1, an RMAP / SpaceWire Plug-and-Play reply is spilled, and an EEP
written to the transmit FIFO of the output port, if the total length of the reply packet exceeds the maximum
length specified in the RTR.MAXPLEN register for port 0. See section 13.2.16 for more information on packet
length truncation.

16 Time-code / distributed interrupt code truncation (TS) - When set to 1, an ongoing RMAP / SpaceWire Plug-
and-Play reply is spilled, and an EEP written to the transmit FIFO of the output port, if a valid time-code or dis-
tributed interrupt code is received, and if the time-code / distribute interrupt code matches the codes selected by
the RTR.PCTRL2CFG.SV and RTR.PCTRL2CFG.SM fields. See section 13.2.21 for more information on time-
code / distributed interrupt code spill.

15: 10 RESERVED

9 Timer enable (TR) - Enable data character timer for port 0. See section 13.2.15 for details.

0 RESERVED
Table 178. 0x00000804-0x00000830 - RTR.PCTRL - Port control, ports 1-12 (SpaceWire ports and AMBA ports)
31 24 23 22 21 20 19 18 17 16 15 14 1710 9 8 7 6 5 4 3 2 1 0
RD RES |sT|srR|AD|LR|PL|Ts]Ic |ET|RESERVED| DI |[TR[PR|TF|RS|TE| R [CE[AS|LS[LD
0x27 x0 |ofolofofolo]*]o 0x0 o1 o0fofof1]o[1|1]0]0]
rw r W | Irw |rwi|rwj|rwj|rwjrw, rw r I'WI'WrW.I'W.I'WrWI'l'WI'\NI'WI'W.

31:24 Run-state clock divisor (RD) - Clock divisor value used for the corresponding port’s link interface when in run-
state. Field is only available for the SpaceWire ports.

23:22 RESERVED

21 Static routing enable (ST) - When set to 1, incoming packets on this port are routed based on the physical
address specified in the corresponding RTR.PCTRL2.SD field, and the setting of the corresponding
RTR.PCTRL2.SC bit, instead of the packet’s first byte. Header deletion is not used when static routing is
enabled, which means that the first byte of the packet is always sent as well. This bit can only be set to 1 if the
RTR.RTRCFG.SR bit is set to 1. Note that when this bit is set to 1 it is not possible to access the configuration
port from this port.

20 Spill-if-not-ready (SR) - This bit is double mapping of the RTR.RTACTRL.SR bit. See table 176.

19 Auto-disconnect (AD) - When set to 1, the auto-disconnect feature described in section 13.2.14 is enabled. This
bit is only available for the SpaceWire ports.

18 Link-start-on-request (LR) - When set to 1, the link-start-on-request feature described in section 13.2.13 is
enabled. This bit is only available for the SpaceWire ports.

17 Packet length truncation (PL) - When set to 1, packets for which this port is the input port will be spilled, and an
EEP written to the transmit FIFO of the output port(s) if the packets exceed the maximum length specified in the
corresponding RTR.MAXPLEN register. See section 13.2.16 for more information on packet length truncation.

16 Time-code / distributed interrupt code truncation (TS) - When set to 1, ongoing packets for which this port is the
input port will be spilled, and an EEP written to the transmit FIFO of the output port(s), if a valid time-code /
distributed interrupt code is received, and if the time-code / distributed interrupt code also matches the codes
selected by the RTR.PCTRL2.SV and RTR.PCTRL2.SM fields. See section 13.2.21 for more information on
time-code / distributed interrupt code spill.
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Table 178. 0x00000804-0x00000830 - RTR.PCTRL - Port control, ports 1-12 (SpaceWire ports and AMBA ports)

15

13: 11
10

Distributed interrupt codes enable (IC) - When set to 0, all incoming distributed interrupt codes on this port are
discarded, and no distributed interrupt codes are sent out on the port. When set to 1, the four bits
RTR.PCTRL2.IR, RTR.PCTRL2.IT, RTR.PCTRL2.AR, RTR.PCTRL2.AT are used to enable / disable distrib-
uted interrupt code transmit and receive. Note that the global distributed interrupt code enable bit, RTRT-
CFGL.IE, also must be set to 1 for distributed interrupt codes to be sent / received. See section 13.2.18 for a
description of distributed interrupt code distribution. Reset value depends on bootstrap signals, as described in
section 3.1.

Enable external time (ET) - When a time-code is received on the port and this bit is set to 0, the router discards
the received time-code value and instead increments its internal time-counter value (RTR.TC.TC), and forwards
a time-code with the new value to the other ports. If this bit is set to 1 when the time-code is received, the time-
code is processed according to the rules described in section 13.2.17. This bit is only available for the AMBA
ports.

RESERVED

Disable port (DI) - When set to 1, data transfers to and from this port are disabled. See section 13.2.8 for details.
Packet timer enable (TR) - Enable the data character timer for incoming packets. See section 13.2.15 for details.
Priority (PR) - This bit is double mapping of the RTR.RTACTRL.SR bit. See table 176.

Transmit FIFO reset (TF) - Resets the transmit FIFO on this port. This means that the FIFO is emptied (counters
and pointers set to 0), and an EEP is written to the FIFO to ensure that any incomplete packet is detected by the
receiver. If a packet transmission is active (another port is using this port as output port) when this bit is set, the
remainder of that packet will be spilled before the EEP is inserted. This bit is self-clearing, and should not be
written with 0 while it is 1, since that could abort the ongoing transmit FIFO reset.

Receive FIFO spill (RS) - Spills the receive FIFO for this port, meaning that the packet currently being received
is spilled. The output port(s) used for the packet will have an EEP written to the transmit FIFO to indicate that
the packet was ended prematurely. If no packet is received, setting this bit has no effect. This bit is self-clearing,
and should not be written with 0 while it is 1, since that could abort the ongoing receive FIFO spill.

Time-code enable (TE) - Enables time-codes to be received and transmitted on this port. When set to 1, received
time-codes are processed according to the rules described in section 13.2.17. If this bit is set to 0, all received
time-codes on this port are ignored.

RESERVED

Configuration port access enable (CE) - Enable accesses to the configuration port from this port. If set to 0,
incoming packets with physical address 0 will be spilled.

Autostart (AS) - Enable the link interface FSM’s autostart feature, as defined in [SPW]. This bit is only available
for the SpaceWire ports.

Link start (LS) - Start the link interface FSM. This bit is only available for the SpaceWire ports.

Link disabled (LD) - Disable the link interface FSM. This bit is only available for the SpaceWire ports.
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Table 179. 0x00000880 - RTR.PSTSCFG - Port status, port 0 (configuration port)

31 30 29 28 27 26 25 24 23 20 19 18 17 12 1 7 6 5 4 3 0

EO|EE|PL | TT |PT|HC| PI |CE EC R | TS |ME RESERVED 1P RES |CP PC

ojojojo0ojo0ofj0|0]|0O 0x0 0,00 0x00 0x0 0x0 0x0

WC | WC | WC | WC | WC | WC | WC | rw* r r |wc|wc r r r w* r

31 Early EOP (EO) - Set to 1 when an RMAP / SpaceWire Plug-and-Play command with an early EOP was
received by the configuration port. See section 13.5.1.4 for error detection order.

30 Early EEP (EE) - Set to one when an RMAP / SpaceWire Plug-and-Play command with an early EEP was
received by the configuration port. See section 13.5.1.4 for error detection order.

29 Packet length truncation (PL) - Set to 1 when an RMAP / SpaceWire Plug-and-Play reply packet has been
spilled due to a maximum length violation. See section 13.2.16 for details.

28 Time code / distributed interrupt code tick truncation (TT) - Set to one when an RMAP / SpaceWire Plug-and-
Play reply packet has been spilled due to a time code / distributed interrupt code. See section 13.2.21 for details.

27 Packet type error (PT) - Set to one if an RMAP / SpaceWire Plug-and-Play packet with correct header CRC, but
with the packet type bits set to the reserved values “10” or “11”, was received by the configuration port. See sec-
tion 13.5.1.4 for error detection order.

26 Header CRC Error (HC) - Set to one if a Header CRC error is detected in an RMAP / SpaceWire Plug-and-Play
command received by the configuration port. See section 13.5.1.4 for error detection order.

25 Protocol ID Error (PI) - Set to one if a packet received by the configuration port had the wrong protocol ID. Sup-
ported protocol ID:s are 0x01 (RMAP), and 0x03 (SpaceWire Plug-and-Play). See section 13.5.1.4 for error
detection order.

24 Clear error code (CE) - Write with a 1 to clear the RTR.PSTSCFG.EC field. This bit is self clearing and always
reads 0. Writing 0 has no effect.

23:20 Error code (EC) - Shows the four least significant bits of the latest non-zero RMAP status code. If zero, no error
has occurred.

19 RESERVED

18 Timeout spill (TS) - Set to one when an RMAP reply was spilled due to a packet timeout. See section 13.2.15 for
details.

17 Memory error (ME) - Set to one when a memory error occur while accessing the on-chip memory used as buffer
for RMAP connands handled by the configuration port.

16: 12 RESERVED

11: 7 Input port (IP) - The number of the last port from which a packet was routed to the configuration port. This field
is updated even if an operation is not performed, for example due to an incorrect RMAP packet.

6: 5 RESERVED

4 Clear SpaceWire Plug-and-Play error code (CP) - Write with a 1 to clear the RTR.PSTSCFG.PC field. This bit is
self clearing and always reads 0. Writing 0 has no effect.

3: 0 SpaceWire Plug-and-Play Error code (PC) - Shows the four least significant bits of the latest non-zero Space-
Wire Plug-and-Play status code. If zero, no error has occurred.
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Table 180. 0x00000884-0x000008B0 - RTR.PSTS - Port status, ports 1-12 (SpaceWire ports and AMBA ports)

31 30 29 28 27 26 25 23 22 21 20 19 18 17 16 15 14 12 1" 7 6 5 4 3 2 1 0
PT |PL|TT|RS|SR|/RESERVED | LR|SP|AC| R |TS|ME|TF |RE LS IP PR|PB | IA |CE ER|DE|PE
* 0[{0|0]0O 0x0 0|0 j0j0|O|0O]O0O]|1 000 00000 ojojo0j0j0|0]oO
r WC | WC | we | we r rfr|{rjriwciwc r|r r r r| r |wc|wc|wc|wc| we

31: 30 Port type (PT) - The type of this port. Constant value of “00” for the SpaceWire ports, and constant value of

29

28

27

26

“01” for the AMBA ports.
Packet length truncation (PL) - Set to 1 when a packet for which this port was the input port has been spilled due
to the packet length truncation feature. See section 13.2.16 for details.

Time-code / distributed interrupt code truncation (TT) - Set to 1 when a packet for which this port was the input
port has been spilled due to the time-code / distributed interrupt code truncation feature. See section 13.2.21 for
details.

RMAP / SpaceWire Plug-and-Play spill (RS) - Set to 1 when an RMAP / SpaceWire Plug-and-Play command
received on this port was spilled by the configuration port.

Spill-if-not-ready spill (SR) - Set to 1 when a packet received on this port was spilled due to the spill-if-not-
ready feature. See section 13.2.10.

25:23 RESERVED

22

21

20

19
18

17
16
15

Link-start-on-request status (LR) - Set to 1 when this port either was started, or currently is trying to start, due to
the link-start-on-request feature, described in section 13.2.13. This bit is only available for the SpaceWire ports.

Spill status (SP) - This bit is 1 when a packet that is incoming on this port currently is being spilled. Otherwise,
this bit is 0.

Active status (AC) - Set to 1 when a packet arrives at this port and the port has been given access to the routing
table. Cleared when the packet has been transmitted or spilled.

RESERVED

Timeout spill (TS) - Set to 1 when a packet for which this port was the input port was spilled due to a packet tim-
eout. See section 13.2.15 for details.

Memory error (ME) - Set to one when a memory error occur while accessing the on-chip memory in the ports.
Transmit FIFO full (TF) - Set to 1 when the transmit FIFO on this port is full.

Receive FIFO empty (RE) - Set to 1 when the receive FIFO on this port is empty. This bit is only available for
the SpaceWire ports.

14: 12 Link state (LS) - Current link state. 000 = Error reset. 001 = Error wait, 010 = Ready, 011 = Started, 100 = Con-

necting, 101 = Run state. This field is only available for the SpaceWire ports.

11: 7 Input port (IP) - This field shows the number of the input port for either the currently ongoing packet transfer on
this port (if RTR.PSTS.PB = 1), or for the last packet transfer on this port (if RTR.PSTS.PB = 0).
6 Port receive busy (PR) - Set to 1 when this port is the input port of an ongoing packet transfer.
Port transmit busy (PB) - Set to 1 when this port is the output port of an ongoing packet transfer.
4 Invalid address (IA) - Set to 1 when an invalid address error occurred on this port. See section 13.2.12 for
details.
Credit error (CE) - Set to 1 when a credit error has occurred. This bit is only available for the SpaceWire ports.
2 Escape error (ER) - Set to 1 when an escape error has occurred. This bit is only available for the SpaceWire
ports.
1 Disconnect error (DE) - Set to 1 when a disconnect error has occurred. This bit is only available for the Space-
Wire ports.
0 Parity error (PE) - Set to 1 when a parity error has occurred on. This bit is only available for the SpaceWire
ports.
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Table 181. 0x00000900-0x00000930 - RTR.PTIMER - Port timer reload, ports 0-12

31 16 15 0
RESERVED RL
0x0000 OXFFFF
r rw*

31: 16 RESERVED

15:0 Timer reload (RL) - Port timer reload value, counted in prescaler ticks. This value is used to reload the corre-
sponding port timer used for packet transfer timeouts, and auto-disconnect. The minimum value of this field is 1.
Trying to write 0 will result in 1 being written.

Table 182. 0x00000980 - RTR.PCTRL2CFG - Port control 2, port 0 (configuration port)
31 24 23 16 15 14 13 12 11 10 9 8 6 5 1 0
SM SV OR RESERVED
0xCO 0x00 1 0x0000
rw 'w w r

31: 24 Time-code / distributed interrupt code truncation mask (SM) - Defines which bits of a time-code / distributed
interrupt code that must match the value specified in RTR.PCTRL2CFG.SV in order for an RMAP / SpaceWire
Plug-and-Play reply packet to be spilled. If a bit in this field is set to 1, the corresponding bit in
RTR.PCTRL2.SV must match the time-code / distributed interrupt code. If a bit in this field is set to 0, the corre-
sponding bit in RTR.PCTRL2.SV does not have to match the time-code / distributed interrupt code.

23: 16 Time-code / distributed interrupt code truncation value (SV) - Defines the value to use together with the
RTR.PCTRL2CFG.SM field when checking if a received time-code / distributed interrupt code should spill an
ongoing RMAP / SpaceWire Plug-and-Play reply.

15 Overrun timeout enable (OR) - Enables spilling due to overrun timeouts for RMAP / SpaceWire Plug-and-Play
replies. See section 13.2.15 for details.

14: 0 RESERVED
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Table 183. 0x00000984-0x00000930 - RTR.PCTRL2 - Port control 2, ports 1-12 (SpaceWire ports and AMBA ports)

31 24 23 16 15 14 13 12 11 10 9 8 6 5 1 0
SM SV OR/UR| R |AT |/AR| IT | IR |RESERVED SD SC

0xCO 0x00 11,0 1]1]1]1 0x0 0x00 0

rw 'w w | rw r W i|rhw,j|rw,irw r w w

31:24 Time-code / distribute interrupt code truncation mask (SM) - Defines which bits of a time-code / distributed
interrupt code that must match the value specified in RTR.PCTRL2.SV in order for a packet, for which this port
is the input port, to be spilled. If a bit in this field is set to 1, the corresponding bit in RTR.PCTRL2.SV must
match the time-code / distribute interrupt code. If a bit in this field is set to 0, the corresponding bit in
RTR.PCTRL2.SV does not have to match the time-code / distributed interrupt code.

23: 16 Time-code / distribute interrupt code truncation value (SV) - Defines the value to use together with the
RTR.PCTRL2.SM field when checking if a time-code / distributed interrupt code should spill a packet for which
this port is the input port.

15 Overrun timeout enable (OR) - Enables spilling due to overrun timeouts for packets for which this port is the
input port. See section 13.2.15 for details.

14 Underrun timeout enable (UR) - Enables spilling due to unerrun timeouts for packets for which this port is the
input port. See section 13.2.15 for details.

13 RESERVED

12 Interrupt acknowledgement code transmit enable (AT) - Enables the transmission of interrupt acknowledgement
codes on this port. If set to 0, no interrupt acknowledgement codes will be forwarded to this port.

11 Interrupt acknowledgement code receive enable (AR) - Enabled the reception of interrupt acknowledgement
codes on this port. If set to 0, all received interrupt acknowledgement codes on this port will be silently dis-
carded.

10 Interrupt code transmit enable (IT) - Enables the transmission of interrupt codes on this port. If set to 0, no inter-
rupt codes will be forwarded to this port.

9 Interrupt code receive enable (IR) - Enabled the reception of interrupt codes on this port. If set to 0, all received
interrupt codes on this port will be silently discarded.

8 6 RESERVED

S: Static route destination (SD) - When RTR.PCTRL.ST is set to 1, incoming packets on this port will be routed
based on the value of this field, and the setting of RTR.PCTRL2.SC, instead of the packet’s first byte.

0 Static route configuration (SC) - When this bit is set to 1, the RTR.RTPMAP register corresponding to the phys-
ical address specified by the RTR.PCTRL2.SD field will be used when routing packets, if RTR.PCTRL.ST is set
to 1.

Table 184. 0x00000A00 - RTR.RTRCFG - Router configuration / status
31 27 26 22 21 17 16 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
SP AP RESERVED SR|PE|IC | IS |IP | Al |AT | IE RE|EE| R |SA|TF|ME|TA PP
0x08 0x04 0x00 1t{1/0/0(0|* |1 |*|0 *|0|0O|*]0|1]|1
r r r r r TW|IW | IW | ITW | IW|IW|TIwW | Iw r rwW|rw wc| r r

31:27 SpaceWire ports (SP) - Set to the number of SpaceWire ports in the router. Constant value of 0x08.

26:22 AMBA ports (AP) - Set to the number of AMBA ports in the router. Constant value of 0x04

21: 16 RESERVED

15 Static routing enable (SR) - This read-only bit specifies that the router’s static routing feature is always globally
enabled. See section 13.2.9 for details.

14 SpaceWire Plug-and-Play enable (PE) - This read-only bit specifies that the router’s SpaceWire Plug-and-Play
features are always globally enabled. See section 13.5.4 for details.

13 ISR change timer enable (IC) - If set to 1, the router will wait for the time period specified by the RTR.IRC-
TIMER register after an ISR bit change value, before it allows an incoming interrupt code / interrupt acknowl-
edgement code to change the value of the same ISR bit. If set to 0, the ISR change timers are not used, and an
ISR bit is allowed to change value again as soon as the previous interrupt code / interrupt acknowledgement
code has been distributed.
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12

11

10

31

31: 10

Table 184. 0x00000A00 - RTR.RTRCFG - Router configuration / status
Distributed interrupt code selection routine (IS) - If set to 0, the router uses round-robin on the interrupt numbers
when deciding which distribute interrupt code to distribute next. If set to 1, the router gives priority to lower
interrupt numbers when deciding which interrupt code or interrupt acknowledgement code / extended interrupt
code to distribute.

Distributed interrupt code priority (IP) - When set to 0, all interrupt codes have priority over all interrupt
acknowledgement codes / extended interrupt codes, and will be distributed first. When set to 1, all interrupt
acknowledgement codes / extended interrupt codes have priority over all interrupt codes.

Auxiliary distributed interrupt code enable (Al) - If set to 1, distributed interrupt codes can be sent and received
on the auxiliary time code / distributed interrupt code interface. If set to 0, all distributed interrupt codes
received on the auxiliary interface are silently discarded, and no distributed interrupt code codes will be trans-
mitted on the interface. Reset value depends on bootstrap signals, as described in section 3.1.

Auxiliary time-code enable (AT) - If set to 1, time-codes can be sent and received on the auxiliary time code /
distributed interrupt code interface. If set to 0, all time-codes received on the auxiliary interface are silently dis-
carded, and no time-codes will be transmitted on the interface.

Distributed interrupt code enable (IE) - Global enable / disable for the distributed interrupt codes. If set to 0, all
received distributed interrupt codes will either be silently discarded (if RTRCFG.TF = 1), or handled as time-
codes (if RTRCFG.TF = 0). When set to 1, whether or not distributed interrupt codes are received or transmitted
on a port depends on the setting of the register bits RTR.PCTRL.IC, RTR.PCTRL2.IR, RTR.PCTRL2.IT,
RTR.PCTRL2.AR, and RTR.PCTRL2.AT. Reset value depends on bootstrap signals, as described in section 3.1.
Reset (RE) - Resets the complete router when written with a 1. When this bit is written through RMAP, an
RMAP reply will not be sent, even if the reply bit in the RMAP commands Instruction field is set to 1. This bit is
self-clearing.

Enable extended interrupts (EE) - If set to 0, all distributed interrupt codes with bit 5 set to 1 are handled as
interrupt acknowledgement codes. If set to 1, all distributed interrupt codes with bit 5 set to 1 are handled as
extended interrupt codes, i.e with interrupt identifiers 32-63.

RESERVED

Self addressing enable (SA) - If set to 1, ports are allowed to send packets to themselves. If set to 0, packets with
the same input port as output port are spilled, and an invalid address error is asserted for that port.

Time-code control flag mode (TF) - When set to 0, all received time code / distributed interrupt codes are han-
dled as time-codes, no matter the value of the control flags (bits 7:6 of the code). When set to 1, the time-code
control flags must have value “00” to be considered valid time-codes. Note that the RTRCFG.IE bit has priority
over this bit, which means that if RTRCFGL.IE is 1, then setting this bit to 0 has no impact. Reset value depends
on bootstrap signals, as described in section 3.1.

Memory error (ME) - Set to 1 when a memory error occur while accessing the on-chip memory used for the
routing table.

Timers available (TA) - Constant value 1. Indicates that the router has support for timers, as described in section
13.2.15.

SpaceWire Plug and Play available (PP) - Constant value 1. Indicates that the router supports SpaceWire Plug
and Play, as described in section 13.5.4.

Table 185. 0x00000A04 - RTR.TC - Time-code
0 9 8 7 6 5 0

RESERVED RE[EN| CF TC
0x000000 01 oxo 0x00

r w* rw r r

RESERVED

Reset time-code (RE) - When this field is written to 1, the RTR.TC.CF and RTR.TC.TC fields are reset. This bit
is self-clearing, and always reads 0. Writing 0 has no effect.

Enable time-codes (EN) - When set to 1, received time-codes are handled by the router according to the rules
described in 13.2.17. When set to 0, all received time-codes are silently discarded.

Time-control flags (CF) - The current value of the router’s time-code control flags (bits 7:6 of the latest valid
time-code received).

Time-counter (TC) - Current value of the router’s time counter.
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Table 186. 0x00000A08 - RTR.VER - Version / instance ID
31 24 23 16 15 8 7 2 1 0
MA Mi PA ID
0x01 0x02 0x00 0x04 *
r r r w w
31: 24 Major version (MA) - Holds the major version number of the router. Constant value 0x01.
23: 16 Minor version (MI) - Holds the minor version number of the router. Constant value 0x02.
15: 8 Patch (PA) - Holds the patch number of the router. Constant value 0x00.
7: 0 Instance ID (ID) - Holds the instance ID number of the router. Reset value for bits 1:0 depends on bootstrap sig-
nals, as described in section 3.1.
Table 187. 0x00000A0C - RTR.IDIV - Initialization divisor
31 8 7 0
RESERVED ID
0x000000 0x27
r w
31: RESERVED
Initialization clock divisor (ID) - Clock divisor value used by all the SpaceWire links to generate the 10 Mbit/s
rate during initialization.
Table 188. 0x00000A10 - RTR.CFGWE - Configuration port write enable
31 1 0
RESERVED WE
0x00000000 1
r w
31: 1 RESERVED
Configuration port write enable (WE) - When set to 1, write accesses to the configuration port area are allowed.
When set to 0, write accesses are only allowed to this register. RMAP write and RMAP read-modify-write com-
mands will be replied to with the Status field set to 0x0A (authorization failure), if a reply was requested. The
value of this bit has no effect for SpaceWire Plug-and-Play commands.
Table 189. 0x00000A14 - RTR.PRESCALER - Timer prescaler reload
31 16 15 0
RESERVED RL
0x0000 OXFFFF
r rw*
31: 16 RESERVED
15:0 Timer prescaler reload (RL) - Global prescaler reload value used for generating a common tick for the data char-
acter timers, auto-disconnect timers, and interrupt code distribution timers. The prescaler runs on the system
clock, and a tick is generated every RTR.PRESCALER.RL+1 CLK cycle. The minimum value of this field is
250. Trying to write a value less than that will result in 250 being written.
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Table 190. 0x00000A 18 - RTR.IMASK - Interrupt mask

31 110 9 8 7 6 5 4 3 2 1 0
RESERVED PE|SR|RS|TT PL|TS|AC RE| IA |LE IME
0x00000 ojojojojojojO0o|j0|0O|0O]O
r W irw |rw rw | rw/|rw/| rw /| rwi rw,| rw,  rw
3011 RESERVED
10 SpaceWire Plug-and-Play error (PE) - Generate an interrupt when a SpaceWire Plug and Play error has been
detected in the configuration port. The different errors are described in 13.5.4.
9 Spill-if-not-ready (SR) - Generate an interrupt when a packet has been spilled because of the spill-if-not-ready
feature described in section 13.2.10.
8 Run-state entry (RS) - Generate an interrupt when a SpaceWire link enters run-state.
7 Time code / distributed interrupt code tick truncation (TT) - Generate an interrupt when a packet has been
spilled because of the time code / distributed interrupt code truncation feature described in section 13.2.21.1.
6 Packet length truncation (PL) - Generate an interrupt when a packet has been spilled due to the packet length
truncation feature described in section 13.2.16.
Timeout spill (TS) - Generate an interrupt when a packet has been spilled due to the timeout mechanism.
4 Auxiliary configuration port error (AC) - Generate an interrupt when either a header CRC error, protocol ID
error, packet type error, early EOP, or early EEP has been detected in the configuration port.
3 RMAP error (RE) - Generate an interrupt when an error has been detected in the configuration port for an
RMAP command such that the PSTS.EC field is set to a non-zero value.
2 Invalid address (IA)- Generate an interrupt when an invalid address error has occurred on a port. See
RTR.PSTS:IA bit and section 13.2.12 for a definition of invalid address.
Link error (LE) - Generate an interrupt when a link error has been detected on a SpaceWire port.
0 Memory error (ME) - Generate an interrupt when a memory error occur in any of the router’s on-chip memories.
Table 191. 0x00000A1C - RTR.IPMASK - Interrupt port mask
31 13 12 0
RESERVED IE
0x000 0x0000
r rw
31: 20 RESERVED
19: 0 Port interrupt enable (IE) - Set a bit to 1 to enable interrupts to be generated for an error detected in the port with
the same number as the bit index. An interrupt is optionally signalled through a distributed interrupt code.
Table 192. 0x00000A20 - RTR.PIP - Port interrupt pending
31 13 12 0
RESERVED P
0x000 0x0000
r wcC
31: 20 RESERVED
19: 0 Interrupt pending (IP) - When a bit is set to 1, the port with the same number as the bit index was the source of
an interrupt. A bit in this field will only be set to 1 for a generated interrupt if the port’s corresponding bit in
RTR.IPMASK is set, as well as the error types corresponding bit in RTR.IMASK, are set.
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31

Table 193. 0x00000A24 - RTR.ICODEGEN - Interrupt code generation
22 21 20 19 18 17 16 15 6 5 0

RESERVED HI {[UAJAH| IT |TE |EN RESERVED IN

0x000 ojojo0j0|1]0 0x000 0x00

*

r W7 W | TW | TW | TW | TW r w

31:22
21

20

18

17

16

31

0
RESERVED

AMBA interrupt generation (HI) - If this bit is set to 1 then an AMBA interrupt will be generated on errors/
events enabled by the fields described below.

Interrupt code generation un-acknowledge mode (UA) - If this bit is set to 1, an ISR timeout for a distributed
interrupt that was generated by the router will clear the bits in the RTR.PIP register that were set when the inter-
rupt was generated. If this bit is set to 0, no extra handling is done on an ISR timeout event, and the bits in
RTR.PIP will stay set. See section 13.2.18.

Interrupt acknowledgement code handling (AH) - When set to 1, and the router has generated an interrupt code,
a received interrupt acknowledgement code with the interrupt number matching the RTR.ICODEGEN.IN field
will clear the bits in the RTR.PIP register that were set when the interrupt code was generated. If set to 0, no
extra handling of a received interrupt acknowledgement code is done and the bits in RTR.PIP will stay set. This
bit is unused when the distributed interrupts are operating in the extended interrupt mode. See section 13.2.18.

Interrupt type (IT) - 0 = Level. 1 = Edge. When set to 0, a new interrupt code is distributed as long as RTR.PIP
register is non zero. When set to 1, a new interrupt code is distributed only when a bit in RTR.PIP toggles from
0to 1. See section 13.2.18.

Interrupt acknowledgement code to interrupt code timer enable (TE) - If set to 1, the router will wait for the time
period specified by the RTR.AITIMER register after the reception of an interrupt acknowledgement code (for
which the router generated the corresponding interrupt code) until a new interrupt code is allowed to be gener-
ated. If set to 0, the timer is not used, and a new interrupt code is allowed to be generated as soon as the interrupt
acknowledgement code has been distributed.

Interrupt code generation enable (EN) - When 1, interrupt code generation is enabled, and an interrupt code can
be distributed when an internal error event occurs. See section 13.2.18.

RESERVED

Interrupt number (IN) - Sets the interrupt identifier of the interrupt code that will be distributed when the inter-
rupt code generation feature is enabled (RTR.ICODEGEN.EN = 1). See section 13.2.18.

Table 194. 0x00000A28 - RTR.ISRO - Interrupt code distribution ISR register, interrupt 0-31

1B

0x00000000

wcC

Distributed interrupt code ISR bits (IB) - The current value of the interrupt code distribution ISR register for
interrupt numbers 0 - 31. Each bit index corresponds to the ISR bit value for the corresponding interrupt number.
A bit value of 1 indicates that an interrupt code with the corresponding interrupt number has been received, but
not yet acknowledged. A bit value of 0 indicates either that no interrupt code with the corresponding interrupt
number has been received, or that the previous interrupt code was either acknowledged or timed out. This regis-
ter should be normally only be used for diagnostics and / or FDIR.
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Table 195. 0x00000A2C - RTR.ISR1 - Interrupt code distribution ISR register, interrupt 32-63
31 0
1B
0x00000000
wcC
31:0 Distributed interrupt code ISR bits (IB) - The current value of the interrupt code distribution ISR register for
interrupt numbers 32 - 63. Each bit index corresponds to the ISR bit value for the corresponding interrupt num-
ber, minus 32, i.e bit 0 corresponds to interrupt number 32, bit 1 to interrupt number 33 etc. A bit value of 1 indi-
cates that an interrupt code with the corresponding interrupt number has been received, but not yet
acknowledged. A bit value of 0 indicates either that no interrupt code with the corresponding interrupt number
has been received, or that the previous extended interrupt code timed out. This register should be normally only
be used for diagnostics and / or FDIR.
Table 196. 0x00000A30 - RTR.ISRTIMER - Interrupt code distribution ISR timer reload
31 16 15 0
RESERVED RL
0x0000 OxFFFF
r w
31: 16 RESERVED
15:0 Interrupt code distribution ISR timer reload (RL) - Interrupt code distribution ISR timer reload value, counted in
prescaler ticks. Each ISR bit has its own timer, which is started and reloaded with the value of this field when an
interrupt code with the corresponding interrupt number is received (or generated by the router). See section
13.2.18 for details on interrupt code distribution.
Table 197. 0x00000A34 - RTR.AITIMER - Interrupt code distribution ACK-to-INT timer reload
31 16 15 0
RESERVED RL
0x0000 0x0000
r w
31: 16 RESERVED
15:0 Interrupt acknowledgement code to interrupt code timer reload (RL) - Interrupt code distribution interrupt
acknowledgement code to interrupt code timer reload value, counted in prescaler ticks. When an interrupt
acknowledgement code is receive - for which the router generated the corresponding interrupt code - the inter-
rupt acknowledgement code to interrupt code timer is started and reloaded with the value of this field. See sec-
tion 13.2.18 for details on interrupt code distribution.
Table 198. 0x00000A38 - RTR.ISRCTIMER - Interrupt code distribution ISR change timer reload
31 5 4 0
RESERVED RL
0x0000000 0x00
r w
31:5 RESERVED
4: 0 Interrupt code distribution ISR change timer reload (RL) - Interrupt code distribution ISR change timer reload
value, counted in prescaler ticks. Each time an ISR bit change value, the corresponding ISR change timer is
started and reloaded with the value of this field. See section 13.2.18 for details on interrupt code distribution.
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Table 199. 0x00000A40 - RTR.LRUNSTAT - Link running status
31 9 8 10
RESERVED LR R
0x000000 0x00 0
r r r
31: 19 RESERVED
18: 1 Link running status (LR)- Each bit is set to 1 when the link interface for the SpaceWire port with the same num-
ber as the bit index is in run-state. If the link interface is not in run-state, the bit is set to 0.
0 RESERVED
Table 200. 0x00000A44 - RTR.CAP - Capability
31 26 25 24 23 22 20 19 18 16 15 14 13 12 11 10 9 5 4 0
RESERVED AF R PF R RM R |/AS|AX|DP | ID |SD PC CcC
0x00 0x3 0 0x3 0 0x0 o010/ 1]1 0x00 0x00
r r r r r r r r r r r r r r
31: 26 RESERVED
25:24 AMBA port word FIFO size (AF) - Shows the number of entries in the AMBA port’s 32-bit FIFOs. The number
of entries is determined by the value of this field, according to the formula: Entries = 2(RTRCAPPF2) ¢ opstant
value of 0x3 = 32 entries.
23 RESERVED
22:20 Port N-char FIFO size (PF) - Shows the number of entries in the port’s N-char FIFOs. The number of entries is
determined by the value of this field, according to the formula: Entries = 2RTRCAPPEH) “congtant value of 0x3
= 128 entries.
19 RESERVED
18: 16 RMAP maximum data length (RM) - This field specifies the maximum data length in an RMAP read / write
command that the configuration port can handle. The length can be determined according to the formula: Length
= 2(RTR.CAPRM*2) ' Constant value of 0x0 = 4 bytes.
15 RESERVED
14 Synchronous / asynchronous auxiliary interface (AS) - Constant value of 0, indicating that the auxiliary time-
code / distributed interrupt code interface is synchronous to the system clock.
13 Auxiliary time-code / distributed interrupt code support (AX) - Specifies that the router has support for the aux-
iliary time-code / distributed interrupt code feature described in 13.2.19. Constant value of 1.
12 SpaceWire dual port (DP) - Constant value of 0, indicating that SpaceWire ports are not implemented with dual
ports.
11 Distributed interrupt support (ID) - Specifies that the router has support for the interrupt code distribution
scheme, described in 13.2.18. Constant value of 1.
10 SpaceWire-D support (SD) - Specifies that the router has support for the SpaceWire-D, described in section
13.2.21. Constant value of 1.
9: 5 Port packet counter bits (PC) - Specifies the number of bits in the port’s incoming / outgoing packet counters.
Constant value of 0x00 = no packet counters.
4: 0 Port character counter bits (CC) - Specifies the number of bits in the port’s incoming / outgoing character count-
ers. Constant value of 0x00 = no character counters.
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Table 201. 0x00000A50 - RTR.PNPVEND - SpaceWire Plug-and-Play - Device Vendor and Product ID

31 16 15 0
\ PI
0x0003 0x0718
r r
31: 16 SpaceWire Plug-and-Play Vendor ID (VI) - Double mapping of the VEND bits from the SpaceWire Plug-and-
Play Device Vendor and Product ID field. See table 210.
25:0 SpaceWire Plug-and-Play Product ID (PI) - Double mapping of the PROD bits from the SpaceWire Plug-and-
Play Device Vendor and Product ID field. See table 210.
Table 202. 0x00000A54 - RTR.PNPUVEND - SpaceWire Plug-and-Play - Unit Vendor and Product ID
31 16 15 0
\ PI
0x0000 0x0000
rw rw

31: 16 SpaceWire Plug-and-Play Unit vendor ID (VI) - Double mapping of the VEND bits from the SpaceWire Plug-
and-Play Unit Vendor and Product ID field (see table 219).

25:0 SpaceWire Plug-and-Play Unit product ID (PI) - Double mapping of the PROD bits from the SpaceWire Plug-
and-Play Unit Vendor and Product ID field (see table 219).

Table 203. 0x00000A58 - RTR.PNPUSN - SpaceWire Plug-and-Play - Unit Serial Number

31 2 1 0
SN
0x00000000 *
rw
31: 0 SpaceWire Plug-and-Play Unit serial number (SN) - Double mapping of the SpaceWire Plug-and-Play Unit
Serial Number field (see table 220). Reset value for bits 1:0 depends on bootstrap signals, as described in section
3.1.

Table 204. 0x00000E00-0x00000E30 - RTR.MAXPLEN - Maximum packet length, ports 0-12

31 25 24 0
RESERVED ML
0x00 0x000000
r w

31:25 RESERVED

24: 0 Maximum packet length (ML) - Maximum length of packets for which the corresponding port is the input port.
This field is only used when the RTR.PCTRL.PL bit (RTR.PCTRLCFG.PL for port 0) is set to 1. See section
13.2.16 for details.
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Table 205. 0x00000E84-0x00000EA0 - RTR.CREDCNT - Credit counter, ports 1-8
31 12 1" 6 5 0
RESERVED oC IC
0x00000 0 0
r r r
31: 12 RESERVED
11: 6 Out credit counter (OC) - Number of outgoing credits. For each credit, the other end of the link is allowed to
send one N-Char.
500 In credit counter (IC) - Number of incoming credits. For each credit, the port is allowed to transmit one N-Char.

NOTE: This register is only available for SpaceWire ports.

Table 206. 0x00001004-0x000013FC - RTR.RTCOMB - Routing table, combined port mapping and address control,
addresses 1-255

31 30 29 28 27 20 19 10
SR|EN|PR HD RESERVED PE PD
N/R| 0 N/R|N/R 0x00 N/R N/R
'w | rw rw|rw r rw w
31 Spill-if-not-ready (SR) - This bit is a double mapping of the RTR.RTACTRL.SR bit. See table 176.

30 Enable (EN) - This bit is a double mapping of the RTR.RTACTRL.EN bit. See table 176.

29 Priority (PR) - This bit is a double mapping of the RTR.RTACTRL.PR bit. See table 176.

28 Header deletion (HD) - This bit is a double mapping of the RTR.RTACTRL.HD bit. See table 176.

27:20 RESERVED

19: 1 Port enable bits (PE) - This field is a double mapping of the RTR.RTPMAP.PE field. See table 175.
NOTE: This register is not available via on-chip AHB slave interface. Only available through RMAP.

0 Packet distribution (PD) - This field is a double mapping of the RTR.RTPMAP.PD field. See table 175.

NOTE: See note for RTR.RTPMAP (table 175).
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13.5.4 SpaceWire Plug-and-Play interface

The configuration port supports parts of the SpaceWire Plug-and-Play protocol [SPWPNP]. The sup-
ported fields are listed in table 209, and explained in more detail in tables 210 through 224.

The SpaceWire Plug-and-Play protocol uses standard RMAP commands and replies with the same
requirements as presented in section 13.5.1, but with the following differences:

. Protocol Identifier field of a command shall be set to 0x03.

* A command’s address fields shall contain a word address. The SpaceWire Plug-and-Play
addresses are encoded as shown in table 207.

*  The increment bit in the command’s instruction field shall be set to 1, otherwise a reply with Sta-
tus field set to 0xOA (authorization failure) is sent.

*  RMAP Read-modify-write command is replaced by a compare-and-swap operation. The com-
mand’s data fields shall contain the new data to be written, while the mask fields shall contain the
value that the current data must match in order for the new data to be written. If there is a mis-
match, a reply with Status field set to 0x0A (authorization failure) is sent.

»  The reply packet’s Status field can contain the additional status codes described in table 208.

Table 207. SpaceWire Plug-and-Play address encoding
31 24 23 19 18 14 13 0

Application Index Protocol Index FieldSet ID Field ID

Table 208. SpaceWire Plug-and-Play status codes

Value Description

0xFO Unauthorized access - A write, or compare-and-swap command arrived either when the router was
not configured (Device ID field = 0), or the command did not match the owner information saved in
the Link Information field and Owner Address fields.

0xF1 Reserved field set - A read, write, or compare-and-swap command’s address field points to a non
existing field set.

0xF2 Read-only field - A write, or compare-and-swap command’s address points to a read-only field.

0xF3 Compare-and-swap-only-field - A write command’s address points to a compare-and-swap-only
field.

Note that it is not possible to access the SpaceWire Plug-and-Play fields through the AHB slave inter-
face, except for the fields that are double mapped into the configuration port’s address space (see sec-
tion 13.5.3).

An access (read, write, or compare-and-swap) made either to a field outside the Device Information
service, or to a field in an undefined field set within the Device Information service, will generate a
reply with the Status field set to 0xF1. An access (read, write, or compare-and-swap) to an undefined
or unsupported field in one of the defined field sets, within the Device Information service, is not
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treated as an error, and the Status field of the reply will be 0x00. Possible write-data for such an access
is discarded, and possible read-data returned is always 0.

Table 209.SpaceWire Plug-and-Play support

SpW PnP
Address Register name Acronym Service - Field set - Field
0x00000000 | SpaceWire Plug-and-Play - Device Vendor RTR.PNPVEND Device Information - Device
and Product ID Identification - Device Vendor
and Product ID
0x00000001 | SpaceWire Plug-and-Play - Version RTR.PNPVER Device Information - Device
Identification - Version
0x00000002 | SpaceWire Plug-and-Play - Device Status RTR.PNPDEVSTS | Device Information - Device
Identification - Device Status
0x00000003 | SpaceWire Plug-and-Play - Active Links RTR.PNPACTLNK | Device Information - Device
Identification - Active Links
0x00000004 | SpaceWire Plug-and-Play - Link Information | RTR.PNPLNKINFO | Device Information - Device
Identification - Link Information
0x00000005 | SpaceWire Plug-and-Play - Owner Address 0 | RTR.PNPOAO Device Information - Device
Identification - Owner Address 0
0x00000006 | SpaceWire Plug-and-Play - Owner Address 1 | RTR.PNPOA1 Device Information - Device
Identification - Owner Address 1
0x00000007 | SpaceWire Plug-and-Play - Owner Address 2 | RTR.PNPOA2 Device Information - Device
Identification - Owner Address 2
0x00000008 | SpaceWire Plug-and-Play - Device ID RTR.PNPDEVID Device Information - Device
Identification - Device ID
0x00000009 | SpaceWire Plug-and-Play - Unit Vendor and | RTR.PNPUVEND Device Information - Device
Product ID Identification - Unit Vendor and
Product ID
0x0000000A | SpaceWire Plug-and-Play - Unit Serial Num- | RTR.PNPUSN Device Information - Device
ber Identification - Unit Serial Num-
ber
0x00004000 | SpaceWire Plug-and-Play - Vendor String RTR.PNPVSTRL Device Information - Vendor /
Length Product String - Vendor String
Length
0x00006000 | SpaceWire Plug-and-Play - Product String RTR.PNPPSTRL Device Information - Vendor /
Length Product String - Product String
Length
0x00008000 | SpaceWire Plug-and-Play - Protocol Count RTR.PNPPCNT Device Information - Protocol
Support - Protocol Count
0x0000C000 | SpaceWire Plug-and-Play - Application RTR.PNPACNT Device Information - Application
Count Support- Application Count

Table 210. 0x00000000 - RTR.PNPVEND - SpaceWire Plug-and-Play - Device Vendor and Product ID

31 16 15 0
VEND PROD
0x0003 0x0740
r r
31: 16 Vendor ID (VEND) - SpaceWire vendor ID assigned to Frontgrade Gaisler. Constant value of 0x0003.
15:0 Product ID (PROD) - Product ID assigned to GR740. Constant value of 0x0740
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Table 211. 0x00000001 - RTR.PNPVER - SpaceWire Plug-and-Play - Version

31 24 23 16 15 8 7 0
MAJOR MINOR PATCH RESERVED
0x01 0x02 0x00 0x00
r r r r
31:24 Major version number (MAJOR) - Constant value of 0x01.
23: 16 Minor version number (MINOR) - Constant value of 0x02
15: 8 Patch / Build number (PATCH) - Constant value of 0x00.
7: RESERVED
Table 212. 0x00000002 - RTR.PNPDEVSTS - SpaceWire Plug-and-Play - Device Status
31 8 7 0
RESERVED STATUS
0x000000 0x00
r r
31:8 RESERVED
7: Device status (STATUS) - Constant value of 0x00.
Table 213. 0x00000003 - RTR.PNPACTLNK - SpaceWire Plug-and-Play - Active Links
31 9 8 1 0
RESERVED ACTIVE R
0x000 0x00 0
r r r
31: 13 RESERVED
12: 1 Link active (ACTIVE) - If set to 1, the port with the same number as the bit index is running. If set to 0, the port
is not running. For the SpaceWire ports (ports 1-8), the corresponding bit will be set to 1 if the link interface is in
run-state and the port is not disabled through the Port Control register (RTR.PCTRL.DI = 0). For the AMBA
ports, the bit is set to 1 if RTR.PCTRL.DI = 0.
0 RESERVED
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Table 214. 0x00000004 - RTR.PNPLNKINFO -SpaceWire Plug-and-Play - Link Information

31 24 23 22 21 20 16 15 13 12 8 7 6 5 4 0
OLA OAL | R oL RES RL T/ U R LC
0x00 0x0 0 0x0 0x0 0x0 1100 0xC
r r r r r r r r r r
31:24 Owner logical address (OLA) - Shows the value of the Initiator Logical Address field from the last successful
compare-and-swap command that set the Device ID field.
23:22 Owner address length (OAL) - Shows how many of the three Owner Address fields that contain valid data.
21 RESERVED
20: 16 Owner link (OL) - Shows the number of the port which was used for the last successful operation to set the value
of the Device ID field.
15:13 RESERVED
12: 8 Return link (RL) - Shows the number of the port through which the reply to the current read command will be
transmitted.
Device type (T) - Constant value of 1, indicating that this device is a router.
Unit information (U) - Indicates if the unit identification information (Unit Vendor and Product ID field, and
Unit Serial Number field) are valid. 0 = invalid, 1 = valid. This bit will be 0 after reset / power-up. Once the Unit
Vendor and Product ID field has been written with a non-zero value, this bit will be set to 1.
RESERVED
4: 0 Link count (LC) - Shows the number of router ports. Constant value of 0xC.
Table 215. 0x00000005 - RTR.PNPOAO - SpaceWire Plug-and-Play - Owner Address 0
31 0
RA
0x00000000
r
31:0 Reply address (RA) - Shows byte 0-3 of the Reply Address from the last successful compare-and-swap com-
mand that set to the Device ID field. If there was no Reply Address, then this field is zero.
Table 216. 0x00000006 - RTR.PNPOA1 - SpaceWire Plug-and-Play - Owner Address 1
31 0
RA
0x00000000
r
31:0 Reply address (RA) - Shows byte 4-7 of the Reply Address from the last successful compare-and-swap com-
mand that set to the Device ID field. If the Reply Address was four bytes or less, then this field is zero.
Table 217. 0x00000007 - RTR.PNPOA2 - SpaceWire Plug-and-Play - Owner Address 2
31 0
RA
0x00000000
r
31:0 Reply address (RA) - Shows byte 8-11 of the Reply Address from the last successful compare-and-swap com-
mand that set to the Device ID field. If the Reply Address was eight bytes or less, then this field is zero.
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Table 218. 0x00000008 - RTR.PNPDEVID - SpaceWire Plug-and-Play - Device ID
31 0
DID
0x00000000
cas
31:0 Device ID (DID) - Shows the device identifier. After reset / power-up, or when this field is written to zero, the
router is not considered to have an owner. The same applies to the case when the port indicated by the OL bits in
the Link Information field is either disconnected, or disabled by setting the RTR.PCTRL.DI bit to 1. This field is
only writable through a compare-and-swap operation.
Table 219. 0x00000009 - RTR.PNPUVEND - SpaceWire Plug-and-Play - Unit Vendor and Product ID
31 16 15 0
VEND PROD
0x0000 0x0000
r r
31: 16 Unit vendor ID (VEND) - Shows the unit vendor identifier. This field is read-only through the SpaceWire Plug-
and-Play protocol, however it is writable through RMAP and AHB (see section 13.5.3). When this field, or the
PROD field, is written with a non-zero value, the U bit in the Link Information field is set to 1.
15:0 Unit product ID (VEND) - Shows the unit product identifier. This field is read-only through the SpaceWire
Plug-and-Play protocol, however it is writable through RMAP and AHB (see section 13.5.3). When this field, or
the VEND field, is written with a non-zero value, the U bit in the Link Information field is set to 1.
Table 220. 0x0000000A - RTR.PNPUSN - SpaceWire Plug-and-Play - Unit Serial Number
31 0
USN
0x00000000
r
31:0 Unit serial number (USN) - Shows the unit serial number. This field is read-only through the SpaceWire Plug-
and-Play protocol, however it is writable through RMAP and AHB (see section 13.5.3).
Table 221. 0x00004000 - RTR.PNPVSTRL - SpaceWire Plug-and-Play - Vendor String Length
31 15 14 0
RESERVED LEN
0x00000 0x0000
r r
31: 15 RESERVED
14: 0 Vendor string length (LEN) - Constant value of 0, indicating that no vendor string is present.
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Table 222. 0x00006000 - RTR.PNPPSTRL - SpaceWire Plug-and-Play - Product String Length
31 15 14 0

RESERVED LEN
0x00000 0x0000
r r

31: 15 RESERVED
14: 0 Product string length (LEN) - Constant value of 0, indicating that no product string is present.

Table 223. 0x00008000 - RTR.PNPPCNT - SpaceWire Plug-and-Play - Protocol Count

31 5 4 0
RESERVED PC
0x0000000 0x00
r r

31:5 RESERVED

4: 0 Protocol count (PC) - Constant value of 0, indicating that no protocols can be managed by using SpaceWire
Plug-and-Play.

Table 224. 0x0000C000 - RTR.PNPACNT - SpaceWire Plug-and-Play - Application Count
31 8 7 0

RESERVED AC
0x000000 0x00

r r

31:8 RESERVED

7: 0 Application count (AC) - Constant value of 0, indicating that no applications can be managed by using Space-
Wire Plug-and-Play.
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14

14.1

14.2

Gigabit Ethernet Media Access Controller (MAC)

Overview

The Gigabit Ethernet Media Access Controller (GRETH_GBIT) provides an interface between an
AMBA-AHB bus and an Ethernet network. It supports 10/100/1000 Mbit speed in full duplex and 10/
100 Mbit speed in half-duplex. The AMBA interface consists of an APB interface for configuration
and control and an AHB master interface which handles the dataflow. The dataflow is handled
through DMA channels. There is one DMA engine for the transmitter and one for the receiver. Both
share the same AHB master interface.

The ethernet interface supports the MII and GMII interfaces which should be connected to an external
PHY. The GRETH also provides access to the MII Management interface which is used to configure
the PHY. Hardware support for the Ethernet Debug Communication Link (EDCL) protocol is also
provided. This is an UDP/IP based protocol used for remote debugging.

Some of the supported features for the DMA channels are Scatter Gather I/O and TCP/UDP over [Pv4
checksum offloading for both receiver and transmitter.

The system contains two GRETH_GBIT cores. The AHB master interfaces are connected to the Mas-
ter /O AHB bus. The cores also gave dedicated EDCL interfaces connected to the Debug AHB bus.
The selection of which master interface to use for EDCL traffic is made via bootstrap signals.

APB

AHB
Ethernet MAC

<—» ETH*_MDIO

Registers MDIO

» ETH*_MDC

\ 4

ETH*_TXEN
ETH*_TXER
ETH*_TXD[7:0]
ETH*_TXCLK

Transmitt.er L )]
<« DMAEngine RAM
ETH*_CRS

EDCL
< ETHCOL
7% AliBMaster ETH* GTXCLK

EDCL *
ETH"_RXDV
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Mg t Receiver |« ETH*_RXDI[7:0]

Receiver .
» DMAEngine 4«— RAM 4 ETH* _RXCLK
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A A A A

y
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Figure 17. Block diagram of the internal structure of the GRETH_GBIT

Operation

14.2.1 System overview

The GRETH_GBIT consists of 3 functional units: The DMA channels, MDIO interface and the
optional Ethernet Debug Communication Link (EDCL).

The main functionality consists of the DMA channels which are used for transferring data between an
AHB bus and an Ethernet network. There is one transmitter DMA channel and one Receiver DMA
channel. The operation of the DMA channels is controlled through registers accessible through the
APB interface.
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The MDIO interface is used for accessing configuration and status registers in one or more PHY's con-
nected to the MAC. The operation of this interface is also controlled through the APB interface.

The EDCL provides read and write access to an AHB bus through Ethernet. It uses the UDP, IP and
ARP protocols together with a custom application layer protocol to accomplish this. The EDCL con-
tains no user accessible registers and always runs in parallel with the DMA channels.

The Media Independent Interface (MII) and Gigabit Media Independent Interface (GMII) are used for
communicating with the PHY. More information can be found in section 14.7.

The EDCL and the DMA channels share the Ethernet receiver and transmitter. More information on
these functional units is provided in sections 14.3 - 14.6.

14.2.2 Protocol support

The GRETH_GBIT is implemented according to IEEE standard 802.3-2002. There is no support for
the optional control sublayer. This means that packets with type 0x8808 (the only currently defined
ctrl packets) are discarded.

14.2.3 Dedicated EDCL AHB master interface

The core has an additional master interface connected to the Debug AHB bus that can be used for the
EDCL. This master interface is enabled with the external signals GPIO[8] and GPIO[9]. These signals
are only sampled at reset and changes have no effect until the next reset. Note that the core can be
reset via the clock gating unit and that this will lead to the value of GPIO[9:8] being sampled. See sec-
tion 3.1 for further information on bootstrap signals.

14.3 Tx DMA interface
The transmitter DMA interface is used for transmitting data on an Ethernet network. The transmission
is done using descriptors located in memory.
14.3.1 Setting up a descriptor.
A single descriptor is shown in table 225 and 226. The number of bytes to be sent should be set in the
length field and the address field should point to the data. There are no alignment restrictions on the
address field. If the interrupt enable (IE) bit is set, an interrupt will be generated when the packet has
been sent (this requires that the transmitter interrupt bit in the control register is also set). The inter-
rupt will be generated regardless of whether the packet was transmitted successfully or not.
Table 225. Address offset 0x0 - GRETH_GBIT transmit descriptor word 0
31 21 20 19 18 17 16 15 14 13 12 11 10 0
RESERVED 'uc|Tc]ic [mo|Lc| AL|UE] IE [WREN| LENGTH
31: 21 RESERVED
20 UDP checksum (UC) - Calculate and insert the UDP checksum for this packet. The checksum is only
inserted if an UDP packet is detected.
19 TCP checksum (TC) - Calculate and insert the TCP checksum for this packet. The checksum is only
inserted if an TCP packet is detected.
18 IP checksum (IC) - Calculate and insert the IP header checksum for this packet. The checksum is
only inserted if an IP packet is detected.
17 More (MO) - More descriptors should be fetched for this packet (Scatter Gather 1/0).
16 Late collision (LC) - A late collision occurred during the transmission (1000 Mbit mode only).
15 Attempt limit error (AL) - The packet was not transmitted because the maximum number of
attempts was reached.
14 Underrun error (UE) - The packet was incorrectly transmitted due to a FIFO underrun error.
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Table 225. Address offset 0x0 - GRETH_GBIT transmit descriptor word 0
13 Interrupt enable (IE) - Enable Interrupts. An interrupt will be generated when the packet from this
descriptor has been sent provided that the transmitter interrupt enable bit in the control register is set.
The interrupt is generated regardless if the packet was transmitted successfully or if it terminated
with an error.

12 Wrap (WR) - Set to one to make the descriptor pointer wrap to zero after this descriptor has been
used. If this bit is not set the pointer will increment by 8. The pointer automatically wraps to zero
when the 1 kB boundary of the descriptor table is reached.

11 Enable (EN) - Set to one to enable the descriptor. Should always be set last of all the descriptor
fields.
10: 0 LENGTH - The number of bytes to be transmitted.

Table 226. Address offset 0x4 - GRETH_GBIT transmit descriptor word 1
31 0
ADDRESS

31: 0 Address (ADDRESS) - Pointer to the buffer area from where the packet data will be loaded.

To enable a descriptor the enable (EN) bit should be set and after this is done, the descriptor should
not be touched until the enable bit has been cleared by the GRETH_GBIT. The rest of the fields in the
descriptor are explained later in this section.

14.3.2 Starting transmissions

Enabling a descriptor is not enough to start a transmission. A pointer to the memory area holding the
descriptors must first be set in the GRETH_GBIT. This is done in the transmitter descriptor pointer
register. The address must be aligned to a 1 kB boundary. Bits 31 to 10 hold the base address of
descriptor area while bits 9 to 3 form a pointer to an individual descriptor. The first descriptor should
be located at the base address and when it has been used by the GRETH_GBIT the pointer field is
incremented by 8 to point at the next descriptor. The pointer will automatically wrap back to zero
when the next 1 kB boundary has been reached (the descriptor at address offset 0x3F8 has been used).
The WR bit in the descriptors can be set to make the pointer wrap back to zero before the 1 kB bound-

ary.
The pointer field has also been made writable for maximum flexibility but care should be taken when
writing to the descriptor pointer register. It should never be touched when a transmission is active.

The final step to activate the transmission is to set the transmit enable bit in the control register. This
tells the GRETH_GBIT that there are more active descriptors in the descriptor table. This bit should
always be set when new descriptors are enabled, even if transmissions are already active. The descrip-
tors must always be enabled before the transmit enable bit is set.

14.3.3 Descriptor handling after transmission

When a transmission of a packet has finished, status is written to the first word in the corresponding
descriptor. The Underrun Error bit is set if the transmitter RAM was not able to provide data at a suf-
ficient rate. This indicates a synchronization problem most probably caused by a low clock rate on the
AHB clock. The whole packet is buffered in the transmitter RAM before transmission so underruns
cannot be caused by bus congestion. The Attempt Limit Error bit is set if more collisions occurred
than allowed. When running in 1000 Mbit mode the Late Collision bit indicates that a collision
occurred after the slottime boundary was passed.

The packet was successfully transmitted only if these three bits are zero. The other bits in the first
descriptor word are set to zero after transmission while the second word is left untouched.

The enable bit should be used as the indicator when a descriptor can be used again, which is when it
has been cleared by the GRETH_GBIT. There are three bits in the GRETH_GBIT status register that
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hold transmission status. The Transmit Error (TE) bit is set each time an transmission ended with an
error (when at least one of the three status bits in the transmit descriptor has been set). The Transmit
Successful (TI) is set each time a transmission ended successfully.

The Transmit AHB Error (TA) bit is set when an AHB error was encountered either when reading a
descriptor, reading packet data or writing status to the descriptor. Any active transmissions are aborted
and the transmitter is disabled. The transmitter can be activated again by setting the transmit enable
register. See also the AMBA ERROR propagation description in section 5.10.

14.3.4 Setting up the data for transmission

The data to be transmitted should be placed beginning at the address pointed by the descriptor address
field. The GRETH_GBIT does not add the Ethernet address and type fields so they must also be
stored in the data buffer. The 4 B Ethernet CRC is automatically appended at the end of each packet.
Each descriptor will be sent as a single Ethernet packet. If the size field in a descriptor is greater than
1514 B, the packet will not be sent.

14.3.5 Scatter Gather I/O

A packet can be generated from data fetched from several descriptors. This is called Scatter Gather 1/
O. The More (MO) bit should be set to 1 to indicate that more descriptors should be used to generate
the current packet. When data from the current descriptor has been read to the RAM the next descrip-
tor is fetched and the new data is appended to the previous data. This continues until a descriptor with
the MO bit set to 0 is encountered. The packet will then be transmitted.

Status is written immediately when data has been read to RAM for descriptors with MO set to 1. The
status bits are always set to 0 since no transmission has occurred. The status bits will be written to the
last descriptor for the packet (which had MO set to 0) when the transmission has finished.

No interrupts are generated for descriptors with MO set to 1 so the IE bit is don’t care in this case.

The checksum offload control bits (explained in section 14.3.6) must be set to the same values for all
descriptors used for a single packet.

14.3.6 Checksum offloading

Support is provided for checksum calculations in hardware for TCP and UDP over IPv4. The check-
sum calculations are enabled in each descriptor and applies only to that packet (when the MO bit is set
all descriptors used for a single packet must have the checksum control bits set in the same way).

The IP Checksum bit (IC) enables IP header checksum calculations. If an [Pv4 packet is detected
when transmitting the packet associated with the descriptor the header checksum is calculated and
inserted. If TCP Checksum (TC) is set the TCP checksum is calculated and inserted if an TCP/IPv4
packet is detected. Finally, if the UDP Checksum bit is set the UDP checksum is calculated and
inserted if a UDP/IPv4 packet is detected. In the case of fragmented IP packets, checksums for TCP
and UDP are only inserted for the first fragment (which contains the TCP or UDP header).

14.4 Rx DMA interface

The receiver DMA interface is used for receiving data from an Ethernet network. The reception is
done using descriptors located in memory.

14.4.1 Setting up descriptors

A single descriptor is shown in table 227 and 228. The address field points at the location where the
received data should be stored. There are no restrictions on alignment. The GRETH_GBIT will never
store more than 1518 B to the buffer (the tagged maximum frame size excluding CRC). The CRC
field (4 B) is never stored to memory so it is not included in this number. If the interrupt enable (IE)
bit is set, an interrupt will be generated when a packet has been received to this buffer (this requires
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that the receiver interrupt bit in the control register is also set). The interrupt will be generated regard-
less of whether the packet was received successfully or not.

The enable bit is set to indicate that the descriptor is valid which means it can be used by the to store a
packet. After it is set the descriptor should not be touched until the EN bit has been cleared by the

GRETH_GBIT.

The rest of the fields in the descriptor are explained later in this section.

Table 227. Address offset 0x0 - GRETH_GBIT receive descriptor word 0

31 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 0
RESERVED  |MC| IF | TR|TD|UR UD|IR | ID [LE OE|CE|FT|AE IE WR|EN] LENGTH

31:27 RESERVED

26 Multicast address (MC) - The destination address of the packet was a multicast address (not broad-
cast).

25 IP fragment (IF) - Fragmented IP packet detected.

24 TCP error (TR) - TCP checksum error detected.

23 TCP detected (TD) - TCP packet detected.

22 UDP error (UR) - UDP checksum error detected.

21 UDP detected (UD) - UDP packet detected.

20 IP error (IR) - IP checksum error detected.

19 IP detected (ID) - IP packet detected.

18 Length error (LE) - The length/type field of the packet did not match the actual number of received
bytes.

17 Overrun error (OE) - The frame was incorrectly received due to a FIFO overrun.

16 CRC error (CE) - A CRC error was detected in this frame.

15 Frame too long (FT) - A frame larger than the maximum size was received. The excessive part
was truncated.

14 Alignment error (AE) - An odd number of nibbles were received.

13 Interrupt Enable (IE) - Enable Interrupts. An interrupt will be generated when a packet has been
received to this descriptor provided that the receiver interrupt enable bit in the control register is set.
The interrupt is generated regardless if the packet was received successfully or if it terminated with
an error.

12 Wrap (WR) - Set to one to make the descriptor pointer wrap to zero after this descriptor has been
used. If this bit is not set the pointer will increment by 8. The pointer automatically wraps to zero
when the 1 kB boundary of the descriptor table is reached.

11 Enable (EN) - Set to one to enable the descriptor. Should always be set last of all the descriptor
fields.

10: 0 LENGTH - The number of bytes received to this descriptor.

Table 228. Address offset 0x4 - GRETH_GBIT receive descriptor word 1
31 0
ADDRESS
31: 0 Address (ADDRESS) - Pointer to the buffer area from where the packet data will be loaded.

14.4.2 Starting reception

Enabling a descriptor is not enough to start reception. A pointer to the memory area holding the
descriptors must first be set in the GRETH_GBIT. This is done in the receiver descriptor pointer reg-
ister. The address must be aligned to a 1 kB boundary. Bits 31 to 10 hold the base address of descrip-
tor area while bits 9 to 3 form a pointer to an individual descriptor. The first descriptor should be
located at the base address and when it has been used by the GRETH_GBIT the pointer field is incre-
mented by 8 to point at the next descriptor. The pointer will automatically wrap back to zero when the
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next 1 kB boundary has been reached (the descriptor at address offset 0x3F8 has been used). The WR
bit in the descriptors can be set to make the pointer wrap back to zero before the 1 kB boundary.

The pointer field has also been made writable for maximum flexibility but care should be taken when
writing to the descriptor pointer register. It should never be touched when reception is active.

The final step to activate reception is to set the receiver enable bit in the control register. This will
make the GRETH_GBIT read the first descriptor and wait for an incoming packet.

14.4.3 Descriptor handling after reception

The GRETH indicates a completed reception by clearing the descriptor enable bit. The other control
bits (WR, IE) are also cleared. The number of received bytes is shown in the length field. The parts of
the Ethernet frame stored are the destination address, source address, type and data fields. Bits 24-14
in the first descriptor word are status bits indicating different receive errors. Bits 18 - 14 are zero after
a reception without link layer errors. The status bits are described in table 227 (except the checksum
offload bits which are also described in section 14.4.6).

Packets arriving that are smaller than the minimum Ethernet size of 64 B are not considered as a
reception and are discarded. The current receive descriptor will be left untouched an used for the first
packet arriving with an accepted size. The TS bit in the status register is set each time this event
occurs.

If a packet is received with an address not accepted by the MAC, the IA status register bit will be set.

Packets larger than maximum size cause the FT bit in the receive descriptor to be set. The length field
is not guaranteed to hold the correct value of received bytes. The counting stops after the word con-
taining the last byte up to the maximum size limit has been written to memory.

The address word of the descriptor is never touched by the GRETH.

14.4.4 Reception with AHB errors

If an AHB error occurs during a descriptor read or data store, the Receiver AHB Error (RA) bit in the
status register will be set and the receiver is disabled. The current reception is aborted. The receiver
can be enabled again by setting the Receive Enable bit in the control register. See also the AMBA
ERROR propagation description in section 5.10.

14.4.5 Accepted MAC addresses

In the default configuration the core receives packets with either the unicast address set in the MAC
address register or the broadcast address. Multicast support can also be enabled and in that case a hash
function is used to filter received multicast packets. A 64-bit register, which is accessible through the
APB interface, determines which addresses should be received. Each address is mapped to one of the
64 bits using the hash function and if the bit is set to one the packet will be received. The address is
mapped to the table by taking the 6 least significant bits of the 32-bit Ethernet CRC calculated over
the destination address of the MAC frame. A bit in the receive descriptor is set if a packet with a mul-
ticast address has been received to it.

14.4.6 Checksum offload

Support is provided for checksum calculations in hardware for TCP/UDP over IPv4. The checksum
logic is always active and detects [Pv4 packets with TCP or UDP payloads. If IPv4 is detected the ID
bit is set, UD is set if an UDP payload is detected in the IP packet and TD is set if a TCP payload is
detected in the IP packet (TD and UD are never set if an IPv4 packet is not detected). When one or
more of these packet types is detected its corresponding checksum is calculated and if an error is
detected the checksum error bit for that packet type is set. The error bits are never set if the corre-
sponding packet type is not detected. The core does not support checksum calculations for TCP and

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 215 Kungsgatan | SE-411 19 | Goteborg | Sweden
+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

14.5

14.6

UDP when the IP packet has been fragmented. This condition is indicated by the IF bit in the receiver
descriptor and when set neither the TCP nor the UDP checksum error indications are valid.

MDIO Interface

The MDIO interface provides access to PHY configuration and status registers through a two-wire
interface which is included in the MII interface. The GRETH_ GBIT provides full support for the
MDIO interface.

The MDIO interface can be used to access from 1 to 32 PHY containing 1 to 32 16-bit registers. A
read transfer i set up by writing the PHY and register addresses to the MDIO Control register and set-
ting the read bit. This caused the Busy bit to be set and the operation is finished when the Busy bit is
cleared. If the operation was successful the Linkfail bit is zero and the data field contains the read
data. An unsuccessful operation is indicated by the Linkfail bit being set. The data field is undefined
in this case.

A write operation is started by writing the 16-bit data, PHY address and register address to the MDIO
Control register and setting the write bit. The operation is finished when the busy bit is cleared and it
was successful if the Linkfail bit is zero.

14.5.1 PHY interrupts

The core also supports status change interrupts from the PHY. A level sensitive, active low, interrupt
signal can be connected on the eth{0,1} mdint input. The PHY status change bit in the status register
is set each time an event is detected on this signal. If the PHY status interrupt enable bit is set at the
time of the event the core will also generate an interrupt on the AHB bus.

Ethernet Debug Communication Link (EDCL)

The EDCL provides access to an on-chip AHB bus through Ethernet. It uses the UDP, IP and ARP
protocols together with a custom application layer protocol. The application layer protocol uses an
ARQ algorithm to provide reliable AHB instruction transfers. Through this link, a read or write trans-
fer can be generated to any address on the AHB bus.

14.6.1 Operation

The EDCL receives packets in parallel with the MAC receive DMA channel. It uses a separate MAC
address which is used for distinguishing EDCL packets from packets destined to the MAC DMA
channel. The EDCL also has an IP address. Since ARP packets use the Ethernet broadcast address, the
IP-address must be used in this case to distinguish between EDCL ARP packets and those that should
go to the DMA-channel. Packets that are determined to be EDCL packets are not processed by the
receive DMA channel.

When the packets are checked to be correct, the AHB operation is performed. The operation is per-
formed with the same AHB master interface that the DM A-engines use. The replies are automatically
sent by the EDCL transmitter when the operation is finished. It shares the Ethernet transmitter with
the transmitter DM A-engine but has higher priority.

14.6.2 EDCL protocols

The EDCL accepts Ethernet frames containing IP or ARP data. ARP is handled according to the pro-
tocol specification with no exceptions.

GR740-UM-DS Frontgrade Gaisler AB
Mar 2024, Version 2.7 216 Kungsgatan | SE-411 19 | Goteborg | Sweden

+46 31 7758650 | frontgrade.com/gaisler


http://www.cobhamaes.com/gaisler
http://www.cobhamaes.com/gaisler

rRONTGRADE

Gaisler

GR740

IP packets carry the actual AHB commands. The EDCL expects an Ethernet frame containing IP,
UDP and the EDCL specific application layer parts. Table 229 shows the IP packet required by the
EDCL. The contents of the different protocol headers can be found in TCP/IP literature.

Table 229.The IP packet expected by the EDCL.

Ethernet 1P UDP 2B 4B 4B Data 0 - 242 Ethernet
Header Header Header Offset Control word Address 4B Words CRC

The following is required for successful communication with the EDCL: A correct destination MAC
address, an Ethernet type field containing 0x0806 (ARP) or 0x0800 (IP). The IP-address is then com-
pared for a match. The IP-header checksum and identification fields are not checked. There are a few
restrictions on the IP-header fields. The version must be four and the header size must be 5 B (no
options). The protocol field must always be 0x11 indicating a UDP packet. The length and checksum
are the only IP fields changed for the reply.

The EDCL only provides one service at the moment and it is therefore not required to check the UDP
port number. The reply will have the original source port number in both the source and destination
fields. UDP checksum are not used and the checksum field is set to zero in the replies.

The UDP data field contains the EDCL application protocol fields. Table 230 